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Preface

This preface has been written by the Australian Commission for Safety and Quality in Health Care to provide context and background to the main report that follows. The main report was written by experts from the Australian Institute of Health Innovation (AIHI) at Macquarie University.

Background and purpose

The Australian Commission for Safety and Quality in Health Care (the Commission) was established in 2006 by the Australian Government and state and territory governments to lead and coordinate national improvements in safety and quality in health care. The Commission has four strategic priorities that underpin its functions:

- Patient safety
- Partnering with patients, consumers and communities
- Quality, cost and value
- Supporting health professionals to provide safe and high-quality care.

At a program level, the Commission is also responsible for providing external clinical safety assurance to the national My Health Record system, which allows all Australians the ability to access and share their health information with their healthcare providers.

The literature on the clinical safety of health information technology (HIT) systems is rapidly evolving as these systems roll out across the Australian health system. The Commission requested the AIHI at Macquarie University to perform a literature review and environmental scan to identify appropriate methods for monitoring hazards affecting HIT systems and for investigating incidents resulting from the use of these systems.

The Commission acknowledges the support of the Australian Government Department of Health in the funding of this report.

Overview of findings and recommendations

The review findings are linked to four areas:

- Overview of HIT safety
- Methods for HIT system safety detection and investigation
- Classification of hazards and incidents
- Aggregation of hazards and incident data

Overview of health IT safety

The review finds that the requirements for HIT safety are similar to those that apply to existing patient safety systems. Among these requirements are that these systems should include the ability to detect hazards ahead of time, and should permit review of incidents after the event. They should also provide information about the prevalence of incident reporting and management systems, and allow the opportunity to classify and report on incidents to ensure a continuous open loop of feedback and improvement. Alongside the common themes with existing patient safety systems, the authors note that HIT safety also overlaps traditional IT service management principles. Any successful HIT safety system, therefore, needs to have in place a multidisciplinary team with appropriate skill sets from a clinical, health informatics and systems safety perspective.
Methods for health IT system safety detection and investigation

The authors reviewed methods for HIT system safety detection and incident investigation. Their findings indicate that existing detection methods (such as Failure Mode Effects Analysis, comprehensive system testing and hazard registers) are suitable in these systems. Similarly, existing incident investigation techniques (e.g. Root Cause Analysis, why-because and cause and effect analyses) were found to be suitable for HIT system incident investigations. The authors recommend a pragmatic approach in which more than one approach can be applied. They suggest the nature, context and severity of the incident should determine whether one or many of the approaches be used, and that people investigating incidents should retain the ability to use whichever approaches seem likely to yield insights or a channel through which to provide feedback.

Classification of hazards and incidents

The authors reviewed a number of existing classification systems that can be used to classify HIT incidents. Similar to their findings on the appropriate methods for detection and investigation, the authors found no single classification is suitable in all cases. Instead, they recommend that investigators use an appropriately skilled team of classifiers (with clinical, health informatics and technical expertise) taught a uniform methodology for applying any chosen classification system.

Aggregation of hazards and incident data

The authors reaffirmed the importance of fostering a workplace culture that avoids apportioning blame and instead promotes the reporting of HIT incidents and the provision of feedback to help improve these systems. Over time, the aggregation of regional and national-level HIT incident data will serve to strengthen the resilience of the Australian health sector to known HIT incidents. Ideally, this would be accompanied by a system that allows for safety alerts on known HIT risks to be shared across the sector to prevent issues occurring in the first instance.

Use and limitations of this review

The review outcomes provide objective evidence and guidance on potential methods for consideration by states and territories, private hospital operators and other organisations implementing and using HIT systems.

The review did not examine real-life HIT incidents in HIT systems in Australia. It does not take into account individual HIT system configurations at a national, regional and local level. The findings from the document therefore may be applicable to varying degrees within all HIT contexts in Australia.

Commission response to findings and recommendations

This document is an important contributor to the emerging national conversation on the use and safety of HIT systems. The Commission agrees with the overall message that promotes a pragmatic approach to hazard detection and incident investigation within HIT systems. As the nature and extent of HIT hazards are not yet fully understood and defined, the ability to adopt flexibly the most relevant methodologies and classification mechanisms is valuable.

The Commission will disseminate the findings and recommendations to state and territory governments, the private hospital sector, primary care providers and the medical software
industry. This will support organisations in these areas to refine their approaches to HIT safety, as they continue to implement digital clinical information systems.

Sharing this information will assist the health sector in developing its approach to HIT safety and incident investigation, and contribute to improved patient safety nationally.
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1. Executive summary

Health Information Technology (HIT) safety science is a rapidly developing discipline. There are numerous methods to proactively monitor and predict potential risks and hazards associated with HIT systems, as well as investigate near misses, patient safety incidents and system failures. Many of these methods have arisen from other technology-dependent fields, such as the aviation industry, while others are derived from clinical settings, reflecting the blend of factors that drive the development of HIT systems.

1.1. Purpose and scope

The purpose of this report is to provide a review of the recent literature and undertake an environmental scan to identify any new evidence or developments in methods used in HIT safety science for monitoring hazards and investigating incidents, and to consider current practices internationally that may inform the ongoing process of maintaining safety relating to HIT systems.

The aims of any Health Information Technology (HIT) safety system are to prevent harm that is associated with the HIT from occurring, as well as to allow the earlier detection of potential harm. In addition, should an incident occur, the ultimate aim is to prevent or minimise the chances of its recurrence as far as possible through the process of analysis and modifications to the system.

There are a number of important areas related to the subject of methodologies used in HIT investigations that were not within the scope of the literature review supporting this work, but that are important to be considered in conjunction with the presented findings. The ideal structure and methods underpinning a robust incident reporting and learning system, methods of engaging users and providing feedback and findings, as well as issues concerning the governance of incident investigation and the legal protection of reporters, are examples of related areas requiring further consideration.

1.2. Report structure

This report commences with an overview of the background literature relating to methodologies used in HIT hazard prediction and investigation. Following this are more in depth descriptions from the literature of the major methods found that are relevant to prospective hazard analysis and retrospective incident review (being Root Cause Analysis, the London Protocol, and Failure Mode and Effect Analysis). Then presented are findings from interviews with national and international experts regarding current safety processes for HIT systems. A discussion presents a proposed model to investigate and review HIT incidents, and the conclusion summarises the key findings of this report and discusses the limitations of the work. The appendices include the interview questions used with international experts and a list of those interviewed.

1.3. Key findings

The key findings of this report are organised within four major themes.

1.3.1. General overview of HIT Safety

Key finding 1.1: The aim of HIT safety systems is to predict hazards and prevent patient safety incidents (PSIs) that are related to the HIT from occurring. They should improve the detection of PSIs and reduce their likelihood of going through to completion and reaching the patient. The ideal is to have a robust safety system that incorporates methods of prospective
hazard detection and retrospective incident review, and strengthens system resilience through improved detection and system defences.

**Key finding 1.2:** Users of HIT systems require access to incident reporting and learning systems that have the capacity to capture information about near misses, patient safety incidents and system failures, undertake investigations of incidents, classify and aggregate data at a regional and national level, and disseminate findings from lessons learnt.

**Key finding 1.3:** As HIT safety overlaps the domains of patient safety and IT service management, detection, investigation and review need to be managed by a multidisciplinary team including clinicians and experts with skills in health informatics, IT systems, clinical safety and systems safety engineering. For detailed investigations informatics representation on the investigative team is essential.

### 1.3.2. Methodologies for HIT system safety detection and investigation

**Key Finding 2.1:** A variety of methods are used to explore errors across multiple domains in HIT safety. A combination of methods will be required to suit the specific aim relating to the investigation of system safety factors.

**Key finding 2.2:** Detection of potential hazards in complex HIT systems is best supported by using a range of data sources including automated approaches.

**Key finding 2.3:** For the prediction of hazards, the main methods described were Failure Mode Effects Analysis (FMEA), Failure Tree Analysis and the incorporation of system testing in simulated environments. This requires a high level of technical expertise within electronic health record (EHR) and clinical information system teams, working alongside clinician users.

**Key finding 2.4:** Hazard detection should be supported by a well-maintained hazard register. This can then be interrogated when incidents arise, and used to plan system safety improvements.

**Key finding 2.5:** Incident investigation by its nature requires methods that are retrospective. Many of the methods described for incident investigation are not mutually exclusive, and share many common features across data collection, analysis and interpretation, and the development of recommendations. Methods that were described by experts and in the literature include examples such as Root Cause Analysis, the London Protocol methodology, ‘why-because’ analyses, and ‘cause and effect’ analyses using fishbone diagrams. The choice of method will depend upon a number of factors relating to the severity of the incident and the availability of information, and methods are not mutually exclusive. Leading organisations commonly described using a combination of methods simultaneously.

**Key finding 2.6:** Sentinel events and incidents with a high potential for harm would ideally undergo in-depth investigations with methods that provide access to detailed information and incorporate consultation with a broad range of stakeholders. Root Cause Analysis and the London Protocol are both appropriately detailed methods for this, and should allow the establishment of a clear timeline of events and the opportunity for those involved in the investigation to be given feedback and consulted regarding the formulation of recommendations.

**Key finding 2.7:** The composition of an incident investigation team is a key factor in the success of conducting an investigation. An understanding of the technical aspects and complexity of the system, as well as understandings of the clinical context of an incident, are essential to include on an investigating team.
Key finding 2.8: The appropriate method of HIT incident investigation will depend upon the context of the incident, including the clinical setting (such as primary care or hospital), type of clinician or system user reporting or involved, and the existence of existing processes for incident investigation.

1.3.3. Classification of hazards and incidents

Key finding 3.1: Classification of hazards and incidents is important for numerous reasons. It allows the systematised reviews of issues required to generate feedback and recommendations regarding recurrent incidents. It allows an understanding of the nature and frequency of incidents and their contributing factors, which is important to direct resources appropriately in the development of mitigating strategies and solutions.

Key finding 3.2: A number of classification systems exist that are applicable to HIT incident classification. Described in the literature was the Magrabi et al. classification system, Sittig and Singh’s Sociotechnical dimensions associated with IT incidents, and the WHO International Classification for Patient Safety.

Key finding 3.3: The classification of hazards and incidents is a specialised process, and teams responsible for this should include people with HIT technical expertise and clinicians familiar with the HIT system about which an incident is being categorised. These teams should be taught a standard method for the chosen classification system and care should be taken to maintain the integrity of the classification process, such as maintaining inter-coder reliability.

1.3.4. Aggregation of hazards and incident data: reporting and learning structures at the local, regional and national level

Key finding 4.1: Incident reporting systems are more successful when reporters are engaged and involved at a local level with a strong, non-punitive reporting culture, and participate in the generation of solutions and feedback of findings. This has been found in the literature on general patient safety incident reporting and learning, and is likely to be applicable to the HIT context.

Key finding 4.2: Regional (at the level of local health district or primary health network boundaries) and national level aggregation of incident data is fundamental to gaining a broad perspective of recurrent issues that may be occurring in several locations simultaneously, and gain a clearer understanding of the impact of a detected issue. It also allows greater power for searching collections of incidents and hazards for their use in trend analysis, and in detecting and resolving problems.

Key finding 4.3: In order to prevent incidents from happening, a register of identified potential hazards should be maintained and communicated with relevant stakeholders who can then ensure that mitigation strategies are in place, and that there is a high level of ‘alert’ for known potential risks.

Key finding 4.4: Dissemination of learning and feedback to reporters of incidents is an important principle in general patient safety incident analysis. As well as aiming to prevent the recurrence of incidents, it engages reporters and rewards their efforts to report problems.
1.4. Conclusion

Numerous methods exist that may be used in combination to investigate system safety and. There is no one method that will fit all of the requirements across the spectrum of proactive monitoring, retrospective analysis, aggregation of data, and development and dissemination of key findings. Each component of any safety system requires a tailored approach and should draw from a palette of multiple methods.
2. Introduction

Health Information Technology (HIT) safety science is a rapidly developing discipline, and there are numerous methods that exist both to proactively monitor and predict potential risks and hazards associated with HIT systems, and to investigate near misses, patient safety incidents and system failures. Many of these methods have arisen from other technology-dependent fields, such as the aviation industry (2), while others are derived from clinical settings, reflecting the blend of factors that drive the development of HIT systems.

The purpose of this report is to provide a review of the recent literature and undertake an environmental scan to identify any new evidence or developments in methods used in HIT safety science and to consider current practices internationally that may inform the ongoing process of maintaining safety relating to HIT systems.

The structure of this report commences with an Executive Summary, followed by an overview of the recent literature with respect to methodologies used in HIT investigation. After this are more in-depth descriptions from the literature of the major methods found that are relevant to prospective hazard analysis and retrospective incident review (being Root Cause Analysis, the London Protocol, and Failure Mode and Effect Analysis). The findings from interviews with national and international experts regarding current HIT safety processes in their various organisations are then described. A discussion section presents an overview of the literature and interview findings and presents a proposed model to investigate and review HIT incidents. The conclusion summarises the key findings of this report. The appendices include the interview questions used with international experts and a list of those interviewed.
3. Literature review of methods to investigate HIT incidents

3.1. Background

The investigation of Health Information Technology (HIT) incidents is an emerging specialty. The literature describing this subject should be considered as a special topic within more general patient safety literature on incidents occurring in the health sector more broadly. Furthermore, this general patient safety literature in many respects is itself a subset of the literature describing general safety investigation methods across all settings, with many examples originating in other fields such as aviation and nuclear industries. In any of these contexts, many of the methods described for incident investigation are not mutually exclusive, and share many common features across data collection, analysis and interpretation, and the development of recommendations.

The literature describing general safety investigation methods that might be applicable to all industries is very broad, with numerous examples of different methods of accident analysis and accident modelling approaches. Many of these provide useful theoretical frameworks to consider a systematic approach to the investigation of an incident of some kind. Examples include ‘AcciMaps’ (accident analysis methodology using a graphical representation) and Risk Management Frameworks (a more general modelling framework for describing accidents); Causal Analysis Based on Systems Theory (CAST, a systems theoretic analysis technique that can aid in identifying causal factors); and Why-Because Analyses (a technique for causally analysing behaviours of complex technical and sociotechnical systems).

A recent review of general safety accident modelling approaches for complex sociotechnical systems provides an overview of many of these accident-modelling approaches, including more traditional as well as newer system-theoretic approaches. Examples of the latter include Cognitive Systems Engineering Approach (models behaviours of human-machine systems in the context of the environment in which the work takes place); Rasmussen’s Sociotechnical Framework (takes into account environmental influences such as market competition and economic or political pressures); and STAMP (Systems-Theoretic Accident Model and Processes whereby accidents are related to inadequate control or enforcement of safety-related constraints on the design of the system). The use of ‘Safety Cases’ is another general safety approach from other industries that has been suggested as a framework for investigating health safety incidents, although these have been criticised as using a “tick box” and compliance-driven approach which may be associated with poor safety management and standards.

For mainstream patient safety incidents, there are a variety of methods depending on the type of investigation. For example, in the Victorian Health Incident Management System, there are three types of investigation (Figure 1). The severity of incidents is rated on a scale of one to four: Root Cause Analysis (RCA) is used for sentinel and level 1 incidents; the in-depth case review methodology is used for level 2 incidents; and local investigation and aggregate review is used for level 3 and level 4 incidents.

Similarly, there are multiple types of investigation for HIT incidents incorporating detailed methods such as RCA and the London Protocol. The scope of the literature review included in this chapter is limited to the published and grey literature about investigations of HIT incidents; however, it is important to consider these within the context of the broader patient safety and general safety literature.
Figure 1. Methods depend on the types of investigation. There are three levels of investigation for clinical safety incidents in the Victorian Health Incident Management System.(12)

3.2. Literature review methods

The published and grey literature about current HIT methods of incident investigation was reviewed. Bibliographic databases including Scopus, PubMed and Science Citation Index Expanded from January 2004 to May 2016 were searched. Only English language case studies and analyses of HIT incidents were included. After titular and abstract review, papers were selected for full review. Grey literature was identified by searching the websites of international patient safety agencies and programs such as the US Agency for Healthcare Research and Quality. A narrative synthesis was used to integrate findings into descriptive summaries. Relevant frameworks for studying the safety of HIT were also examined.

3.3. Findings: Descriptive analysis of all investigations

Our search identified 21 investigations of HIT incidents (Appendix A: Summary of the 21 studies investigating HIT incidents). Most of these were aggregate reviews of incidents from a broad range of clinical settings in six countries including the USA, UK, the Netherlands, China, Hong Kong and Australia (86%, n=18). About half (n=10, 48%) involved a range of HIT systems, 33% (n=7) were focused on medication management systems and one related to radiology information systems. Of the 21 investigations, three were in-depth reviews from inpatient settings in the USA. Of these, two related to medications management systems including order entry and bar-coding (13,14) and the other involved an image viewer to track patients in an Emergency Department.(15)
Sixteen investigations examined patient outcomes (76%). In 15 of these, there were reports of patient harm and one case study related to a near-miss event (Appendix A: Summary of the 21 studies investigating HIT incidents). In the 13 investigations reporting the number of patient deaths, HIT incidents resulted in the death of 83 patients, with 66 of these coming from the sentinel events investigated by the US Joint Commission. In incidents reported to the US FDA and from across England’s National Health Service (NHS), human factors issues were over-represented in the events involving patient harm.\(^{(16,17)}\)

Two investigations reported the potential of HIT incidents to lead to large-scale adverse events, meaning that multiple individuals were affected.\(^{(18)}\) In one, 23% of safety events (n=850) affected more than ten individuals across England.\(^{(17)}\) In the second, 36% of system downtimes (n=116) in China were estimated to affect more than one hundred individuals.\(^{(19)}\)

### 3.4. Detailed investigations

In-depth investigations seek to untangle the interaction of errors across multiple domains that cumulatively produce an adverse event. The two medications-related cases we reviewed used a series of techniques to examine a serious dosing error and a near miss.\(^{(13,15)}\) Safety reviews were combined with semi-structured interviews and examination of HIT systems including usability inspection of the computer interface and reconstruction of the error in the system (Box 1). For example, Horsky \textit{et al.} reconstructed 16 orders by two clinicians over two days where an elderly patient suffering from hypokalaemia (low potassium levels) became severely hyperkalaemic (high potassium levels).\(^{(13)}\) Wrong, incomplete and missing information in the hospital order entry system resulted in the patient receiving multiple doses of potassium over a 42-hour period which caused the hyperkalaemia.

**Box 1. Methods used to undertake detailed investigations.**

1. Medical case history
2. Case & review notes by Significant Events Committee
3. Root-cause analyses
4. Quality assurance reports
5. Interviews with involved patients and clinicians
6. Computer log analysis
7. Usability inspection of computer interface

### 3.5. Aggregate reviews

Analyses of incidents are used to understand the nature of problems with IT that can pose risks to patient safety. Incidents are generally reviewed against existing classifications to identify common types of problems found with the design, build and use of HIT. The consequences of incidents, particularly their potential to lead to large-scale adverse events as well as effects on care delivery and patient safety are also considered.\(^{(18)}\)
3.5.1. Information sources

Our examination of the 18 aggregate reviews revealed a range of information sources (Table 1). These reviews include dedicated programs for HIT safety in England’s NHS and the US Department of Veterans Affairs. Another US review was a one-off analysis of a national sample of HIT incidents (called a Deep Dive™) by the ECRI Institute, a patient safety organisation based in the USA. We also included the TechWatch study of HIT incidents in Australian general practice. The majority of the reviews (78%, n=14) were about HIT incidents identified from existing sources of information about patient safety problems, including sentinel events associated with HIT, patient safety incident monitoring, equipment failure and hazards, adverse drug reactions, medico-legal investigations and the grey literature adverse drug reactions.

Table 1. Aggregate reviews drew on a range of information sources to examine incidents including dedicated HIT safety programs.

<table>
<thead>
<tr>
<th>Study Source</th>
<th>Number of studies</th>
<th>% of studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedicated HIT safety programs</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>National HIT service desk (17)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Investigations of HIT safety issues (22)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>HIT incident reporting studies</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>ECRI Deep Dive (20)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>TechWatch study (21)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Sentinel HIT events to The Joint Commission (23)</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Patient safety incident reporting</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>National system (24)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>State-based systems (PA-PSRS, AIMS) (25, 26)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Hospital-based systems</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Equipment failure &amp; hazards reported to the FDA (16, 27)</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Medications reporting</td>
<td>4</td>
<td>22</td>
</tr>
<tr>
<td>US Pharmacopeia, MEDMARX (28-30)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Dutch central medication incidents registration (CMR) (31)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Malpractice claims (32)</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Online news articles and incident reports (19)</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>TOTAL</td>
<td>18</td>
<td></td>
</tr>
</tbody>
</table>

3.5.2. Problems with IT

Classification systems have been developed to understand the underlying types of problems with HIT that pose risks to patients. An overview of the classifications used to examine HIT problems is given in Appendix B: Summary of classifications used to examine problems with HIT.

The Magrabi et al. classification system was used in 56% (n=10) of the investigations we reviewed and takes a bottom-up approach based on the natural categories of problems described in incident reports. (16,17,26,33) In this system, incidents are firstly subdivided as primarily relating to human factors or technical issues (Figure 2). For incidents primarily
involving human factors, the type of use error and contributing factors such as training, cognitive load and clinical workflow are then identified. For incidents falling into the technical space, the type of machine error and technical problems including a range of hardware and software issues are examined.

Figure 2. A classification of human and technical problems that contribute to HIT incidents.(17)

Another approach to classification of HIT problems is Sittig and Singh’s Sociotechnical Model (34). This approach takes a top-down approach grouping problems into eight broad dimensions including hardware and software; clinical content, human-computer interaction; people; workflow and communication; organisational policies and procedures; external rules, regulations, and pressures; and system measurement and monitoring (Table 2).(22) Problems can also be grouped by the phases of HIT implementation.(35) An “initial” phase is characterised by immature technology where problems primarily relate to technical factors. The second phase is where use errors start to emerge whilst a final phase is where problems primarily relate to the lack of monitoring of safety concerns.

We found that some reviews were undertaken from a general patient safety perspective. For example, Stewart et al. used the WHO International Classification for Patient Safety (ICPS) to examine radiology incidents reported in a hospital.(36,37) The ICPS includes 10 high-level classes:

1. Incident Type
2. Patient Outcomes
3. Patient Characteristics
4. Incident Characteristics
5. Contributing Factors/Hazards
6. Organizational Outcomes
7. Detection
8. Mitigating Factors
9. Ameliorating Actions
10. Actions Taken to Reduce Risk

It aims to represent a continuous learning and improvement cycle emphasising identification of risk, prevention, detection, reduction of risk, incident recovery and system resilience. All of these occur throughout and at any point within the conceptual framework.
Table 2. Sociotechnical dimensions associated with HIT incidents.(38)

<table>
<thead>
<tr>
<th>Sociotechnical dimension</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware and software</td>
<td>Computing infrastructure used to support and operate clinical applications and devices</td>
</tr>
<tr>
<td>Clinical content</td>
<td>The text, numeric data and images that constitute the ‘language’ of clinical applications, including clinical decision support</td>
</tr>
<tr>
<td>Human–computer interface</td>
<td>All aspects of technology that users can see, touch or hear as they interact with it</td>
</tr>
<tr>
<td>People</td>
<td>Everyone who is involved with patient care and/or interacts in some way with healthcare delivery (including technology). This would include patients, clinicians and other healthcare personnel, IT developers and other IT personnel, informaticians</td>
</tr>
<tr>
<td>Workflow and communication</td>
<td>Processes to ensure that patient care is carried out effectively, efficiently and safely</td>
</tr>
<tr>
<td>Internal organisational features</td>
<td>Policies, procedures, the physical work environment and the organisational culture that govern how the system is configured, who uses it and where and how it is used</td>
</tr>
<tr>
<td>External rules and regulations</td>
<td>Federal or state rules (e.g. CMS’s Physician Quality Reporting Initiative, HIPAA and Meaningful Use programme) and billing requirements that facilitate or constrain the other dimensions</td>
</tr>
<tr>
<td>Measurement and monitoring</td>
<td>Evaluating both intended and unintended consequences through a variety of prospective and retrospective, quantitative and qualitative methods</td>
</tr>
</tbody>
</table>

HIPAA, Health Insurance Portability and Accountability Act of 1996; IT, information technology.

To enhance the detection of HIT problems the US Agency for Healthcare Research and Quality (AHRQ) has included categories for HIT in its new standard for reporting hazardous events called the “common format”.(39) The AHRQ has also developed and tested a comprehensive software tool to support detection and management of hazards throughout the HIT life cycle.(40) The Health IT Hazard Manager facilitates the characterisation and communication of hazards along with their actual and potential adverse effects to support learning within healthcare organisations, across organisations using the same software and by vendors and policymakers.(41) It contains a proprietary classification system and was tested by seven organisations to examine 495 safety issues. The Hazard Manager and common formats were used in only one of the investigations examined. In this study, Castro et al. combined these tools with the Magrabi et al. classification and Sittig and Singh’s
Sociotechnical Model to undertake an aggregate review of 120 sentinel events reported to the US Joint Commission.\(23\)

A third approach to review incidents was from an IT service management perspective. Lei et al. \(19\) used the Synthesized IT Risk Model to examine hardware, software and loss of network connectivity during computer system downtimes affecting health organizations in China (Appendix B: Summary of classifications used to examine problems with HIT).

### 3.5.3. Consequences of incidents

The majority of investigations reported the consequences of incidents assigned by reporters using local schemas. For example, investigations using the US Pharmacopeia, MEDMARX database used the National Coordinating Council for Medication Error Reporting and Prevention’s (NCC MERP) Index for Categorizing Medication Errors \(28-30\). In Australia, studies of state and hospital-based incident monitoring systems used the Advanced Incident Management System (AIMS) event types and the Severity Assessment Code (SAC) \(26\). UK studies used the National Reporting and Learning System (NRLS) harm categories.\(24\) In the analysis of safety events from England’s NHS, degree of harm was assessed using the UK national levels (low, moderate, severe, death) \(42\) in consultation with clinical experts. Other schemas include the 15 categories of sentinel event types.

Only three investigations sought to identify consequences using free text descriptions of incidents.\(16,17,21\) These were assigned using the AIMS event types into:

- **a)** *Potential or actual harm to a patient*: an HIT problem led to a clinical error that reached the patient \(36\), an example being a patient had severe allergic reaction to prescribed medication.

- **b)** *An arrested or interrupted sequence or a near miss*: an HIT problem led to a clinical error that was detected before reaching the patient \(17,36\), such as a prescription in a wrong name noticed and corrected while printing.

- **c)** *An IT problem with a noticeable consequence but no patient harm*: a problem that affected care delivery but caused no harm to a patient, the delays in care delivery and necessary reworks were examined. An example is that computer network problems resulted in a delay in care delivery because additional phone calls were required to follow up missing test results.

- **d)** *An IT problem with no noticeable consequence*: problems that did not directly affect the delivery of care. For example, an electronic backup copy of a patient record was corrupted, but this was detected and the copy was not needed.

- **e)** *A hazardous event or circumstance*: problems that could potentially lead to an adverse event or a near miss such as prescribing software failing to display a patient’s allergy status.

### 3.5.4. Large-scale effects

The study of safety events from England’s NHS classified events as large-scale if they affected:

- **a)** Ten or more HIT system users, patients or their records at one or more sites such as medical practices, hospitals or trusts
b) Multiple components or HIT systems such as all the computers at a site, one or more servers, or the whole computer network.

3.5.5. Clinical processes impacted

Some studies sought to examine clinical processes impacted by HIT incidents. In the TechWatch study, clinical processes were examined using categories from the Threats to Australian Patient Safety study (practice systems, investigations, medications, non-medication treatments and communication).(43) To analyse medication incidents, Cheung et al. (31) examined phases of the medication process in combination with the Magrabi et al. classification.(21) These included prescribing, transcription, entry of prescriptions into pharmacy system, compounding, dispensing, administration, patient monitoring, storage and logistics).

3.5.6. Delays and rework

Disruptions to clinical work were also examined. In one study, free-text incident descriptions were used to assess the direct consequences of incidents on clinical processes such as delay and rework.(26)

3.5.7. Clinical errors

The TechWatch study examined clinical errors arising from HIT problems based on their underlying mechanisms; a clinical error is an error (flawed plan or flawed execution of a plan) with actual or potential consequences for a patient.(44) Actual and potential clinical errors were categorised into:

a) Errors that were unique to IT: a clinical error caused by an HIT problem, for example, a prescribing error due to a drop-down menu, system downtimes.

b) Errors that existed with paper records but were made more likely with IT, for example, ordering medications for the wrong patient when interrupted.

c) Errors that had always occurred but were more likely to cause harm with IT, for example, a GP relies on the medication list in a discharge summary which does not match a specialist’s notes but is more easily accessible in an electronic system.

d) Errors that were no different with use of IT or paper records, for example, a failure to use the latest protocol or guideline.

3.6. Safety frameworks

There are many frameworks for the safety of HIT. We examined two of these which are particularly relevant to the investigation and review of HIT incidents.

3.6.1. The Health IT Safety (HITS) Measurement Framework

The Health IT Safety (HITS) Measurement Framework provides a conceptual foundation for HIT-related patient safety measurement, monitoring, and improvement.(45) The HITS framework, summarised in Figure 3, follows both Continuous Quality Improvement and sociotechnical approaches and calls for new measures and measurement activities to address safety concerns in three related domains: 1) concerns that are unique and specific to technology such as addressing unsafe HIT related to unavailable or malfunctioning hardware or software; 2) concerns created by the failure to use HIT appropriately or by misuse of HIT, for example reducing nuisance alerts in the electronic health record (EHR), and 3) the use of HIT to monitor risks, health care processes and outcomes and identify
potential safety concerns before they can harm patients, an example being using EHR-based algorithms to identify patients at risk for medication errors or care delays.

The framework proposes to integrate both retrospective and prospective measurement of HIT safety with an organization’s existing clinical risk management and safety programs. It aims to facilitate organizational learning, comprehensive 360-degree assessment of HIT safety that includes vendor involvement, refinement of measurement tools and strategies, and shared responsibility to identify problems and implement solutions. Additions to the model below have been considered in other literature, such as the three-phase development process from The SAFER Guides: 1) Address safety concerns unique to EHR technology (data availability, integrity and confidentiality), 2) Optimise the safe use of EHRs (through complete/correct EHR use and EHR system usability), and 3) Use EHRs to monitor and improve patient safety (safety surveillance, optimisation and reporting). A long-term framework goal is to enable rigorous measurement that helps achieve the safety benefits of HIT in real-world clinical settings.

Figure 3. Health Information Technology Safety Measurement Framework (HITS Framework).

3.6.2. The Information value chain

Another framework is the information value chain which connects the use of a technology to the final outcome. It can be used to examine the effects of HIT problems on care delivery and patient outcomes (Figure 4). The chain is initiated when a user interacts with an HIT system. A subset of these interactions will yield new information; only some will lead to changed decisions, and only some decisions will see changes in the care process. Similarly, only a subset of process changes may have an impact on patient outcome. Using this framework the effects of HIT problems on user interaction, errors and delays in information received as well as sociotechnical contextual variables that influenced user interaction (contributing factors) can be unpacked. The resulting effects on decision-making, care processes and patient outcomes can also be considered.
HIT problems, user interaction, errors in information received, decision-making, care processes, outcomes and sociotechnical contextual variables (contributing factors) can be categorised using the Magrabi et al. classification (17). The schema can be used to trace errors in information received arising from the use of software (use errors) as well as machine errors, which cover problems in the design of software and hardware. Four types of errors in information (information errors) can be considered: wrong, missing, partial and delayed.(47)

Errors and delays in decision-making can be similarly identified including omission errors, such as when an intended action was not executed, and commission errors, such as when an action was wrong. Observable impact on care process and outcomes can be examined using a standard approach, (16, 17, 26, 36) as discussed in 3.6.1.

*The Magrabi et al. classification can be used to categorise HIT problems, errors in information received and contributing factors (17).

Figure 4. The information value chain connects use of a technology to final outcome (highlighted in grey).(47) It can be used to examine the effects of HIT problems on user interaction, information received as well as effects on decision-making, care process and patient outcomes.

3.7. Chapter summary

Our review found that the available literature is small. While HIT may have been previously identified amongst other safety problems, the first analysis specifically focused on HIT risks was published in 2010. We found that existing repositories of patient safety problems are a rich source of incidents for aggregate reviews. While aggregate reviews covered a range of health settings, the detailed investigations of HIT-related adverse events examined here were limited to hospital settings. Incidents involving consumer HIT were not specifically covered in any of the studies we reviewed.

The Magrabi et al. classification is the only schema that has been validated for national-scale systems and general practice. Most recently, it was used in a systematic review of the literature including 34 studies (2004-2015); no new categories were required to code the HIT problems, information errors and contributing factors, further validating the classification.(48)

Regardless of the specific approach, aggregate reviews allow problems with HIT to be
collated and classified, providing an objective basis for comparing patterns over time and between settings, and for the development and prioritisation of preventive and corrective strategies. In summary:

- Detailed investigations use a variety of different methods to untangle the interaction of errors across multiple domains that cumulatively lead to an adverse event. Investigations of HIT-related adverse events use computer logs and usability inspections in addition to other methods that are traditionally used in patient safety.

- Aggregate reviews are used to understand the nature of problems with HIT that can pose risks to patient safety. Incidents are generally reviewed against existing classifications to identify common types of problems found with the design, build and use of HIT. Exemplar classifications are the AHRQ Hazard Manager Ontology, the Magrabi et al. classification and Sittig and Singh’s sociotechnical model.

- Severity assessment is generally based on local schemas. The scale and scope of HIT incidents including their potential to lead to large-scale adverse events also needs to be considered.

- Existing patient safety initiatives are a rich source of information about HIT risks; for example, sentinel events, patient safety incident monitoring, databases of equipment failure and hazards, adverse drug reactions and medico-legal investigations.
4. Root cause analysis

Root Cause Analysis (RCA) is a systematic process that attempts to answer three questions about something that has gone wrong (an incident):

- What happened?
- Why did it happen?
- How can we prevent it happening again?

RCA uses small teams, comprising of a diverse set of individuals, who are independent of the incident. In health care, they are often commissioned under jurisdictional policies or legislations using tools such as Severity Assessment Codes, which attempt to describe and rank severity and frequency of incidents.

There is a broad consensus that RCA represents a toolbox of approaches rather than a single method. More than 40 RCA techniques are described, including brainstorming, cause-effect charts, “five whys” diagrams and fault trees. However, regardless of these variations, RCAs are organised in sequential steps (Figure 5) designed to answer the three questions above.
In the literature scan that was undertaken, there were no papers that specifically described RCA as applied to e-health. However, there are many lessons from health that can be applied to the e-health sector, both in terms of challenges with, and potential ways to strengthen the method. These are outlined below using the RCA steps as a way of structuring this information with general findings discussed first. A summary of the key challenges as described by Nicolini et al. is also presented in Box 2. (50)
Box 2. The challenges of conducting Root Cause Analysis (RCA).(50)

<table>
<thead>
<tr>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forming the investigation team and gathering evidence</td>
</tr>
<tr>
<td>Determining team constitution and terms of reference</td>
</tr>
<tr>
<td>Securing participation of clinical and non-clinical representatives</td>
</tr>
<tr>
<td>Scheduling team meetings</td>
</tr>
<tr>
<td>Obtaining statements and good quality of information</td>
</tr>
<tr>
<td>Conducting the analysis and identifying root causes</td>
</tr>
<tr>
<td>Organizing the multidisciplinary meeting</td>
</tr>
<tr>
<td>Ensuring equal and fair participation of participants</td>
</tr>
<tr>
<td>Applying tools and analytical approaches</td>
</tr>
<tr>
<td>Avoid analytical myopia and discounting ‘deep’ root causes factors</td>
</tr>
<tr>
<td>Formulating and implementing service improvements</td>
</tr>
<tr>
<td>Avoid giving undue attention to the report</td>
</tr>
<tr>
<td>Managing the change process</td>
</tr>
<tr>
<td>Competing with other change agendas and initiatives</td>
</tr>
</tbody>
</table>

4.1. **General findings**

The main general issues found with RCA were organisational expectations and culture, time to complete, standardisation, and lack of aggregation of data.

4.1.1. **Organisational expectations and culture and time to complete**

Hospitals may focus on “who” did “what”, rather than on “why” the error occurred – this facilitates a culture of blame wherein the health care provider is formally or informally punished rather than identifying the impact of the system-based causal factors on performance.(54) The investigation’s inputs and outputs may be heavily affected by professional, disciplinary and departmental politics and are thus far from independent.(49,55)

In most jurisdictions, there are mandatory time constraints for completing the RCA. Whilst these may be necessary, they may also limit the quality of recommendations by the RCA team and the ability to design and implement robust system improvements.(56,57) In some jurisdictions, there is a stronger organisational expectation with meeting the timeframe rather than on conducting a robust analysis.(52,57-59)

RCAs are a significant investment and organisations should expect a certain return on investment (ROI), just as other activities are expected to achieve.(60) It should be possible to measure the effectiveness of RCA against performance on an organisation’s enterprise
risk management (ERM) strategy at the corporate level. Indeed, RCAs should be considered to reduce any significant performance gaps.(60)

Use of metrics to measure the effectiveness and sustainability of the RCA process has been advocated by two papers.(53,60) The metrics in Box 3 are examples from these papers.

**Box 3. Root Cause Analysis metrics examples**

<table>
<thead>
<tr>
<th>Percentage of RCAs conducted based on reactive triggers, versus RCAs targeting chronic issues (from OA and FMEA types of analyses).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of reactive RCAs commenced within one week or less of the incident occurrence (ensuring that proper data collection takes place before the evidence is no longer available).</td>
</tr>
<tr>
<td>Percentage of trained/qualified RCA facilitators actively conducting RCA investigations.</td>
</tr>
<tr>
<td>Number of RCAs performed per year per facilitator.</td>
</tr>
<tr>
<td>Percent of contributing factors written to meet the Five Rules of Causation.</td>
</tr>
<tr>
<td>Percent of RCA reviews with at least one stronger or intermediate strength action.</td>
</tr>
<tr>
<td>Percent of actions that are classified as stronger or intermediate strength.</td>
</tr>
<tr>
<td>Percent of actions that are implemented on time.</td>
</tr>
<tr>
<td>Percent of actions completed.</td>
</tr>
<tr>
<td>Audits or other checks that independently verify that hazard mitigation has been sustained over time.</td>
</tr>
<tr>
<td>Staff and patient satisfaction with the RCA2 review process (survey).</td>
</tr>
<tr>
<td>Percent of RCA results presented to the board.</td>
</tr>
<tr>
<td>Percentage of RCA recommendations that were applied across the organisation.</td>
</tr>
<tr>
<td>Percentage of RCA recommendations that were made in previous RCAs.</td>
</tr>
<tr>
<td>Percentage of root causes identified in previously completed RCAs.</td>
</tr>
<tr>
<td>Number and percentage of repeat RCAs conducted.</td>
</tr>
</tbody>
</table>
4.1.2. **Standardisation**

The issues identified around standardisation were:

- The RCA process is neither standardised nor reliable between organisations, which leads to personal agendas and inconsistent identification of systematic errors. (54)
- A standardised nomenclature does not exist to allow analysis of recurring errors across an organisation. (54)
- Although multiple tools exist to help raise the quality of RCAs and facilitate aggregation, these are underused. (58)
- These points collectively mean that the quality of RCAs is highly variable. (57)

4.1.3. **Lack of aggregation of data**

RCAs typically are conducted independently and each root cause of the incident is addressed with its own unique corrective action plan, which may prove inadequate or have unintended adverse consequences. There often is also no attempt to aggregate the root causes and identify trends that could be addressed through culture change or performance improvement methods. (54, 58)

Individual RCA reports can be reviewed to systematically analyse trends, drawing out common issues and recurrent causal factors from across incidents. (49, 50, 58, 60) This enables prioritisation and resources to be directed to the areas of greatest need. One way to achieve this is to form cross-departmental standing groups around patterns of (causes of) incidents (that is, communication problems between shifts, falls and infection control), which would support local learning activities and system-level interventions. (49, 50) Applying RCA proactively, on unacceptable risks, near misses, and chronic failures that do not rise to the level of identified triggers, is advocated. (60)

A related activity would be for organisations to design and create a knowledge-management infrastructure that would store successful RCA logic. They should make this RCA database readily available to those in the organisation who may be in a position to make similar decisions in the future. (60)

Related to this, but pitched at a different level, a national oversight body to ensure best practices for conducting investigations, instigate high-level discussions and negotiations, and track results to ensure that clinicians and health care organisations learn from errors and incidents, is advocated. (58) Part of their role could be placing more emphasis on understanding variations in the implementation of RCA and developing a greater evidence base for the best way to conduct them. (58, 60) Applying RCA in a uniform and standardised manner that requires appropriate breadth and depth of analysis (and developing tools to facilitate this) should be an end goal for an oversight body.

4.2. **Commissioning the RCA**

The motivating factors for initiating an RCA are often to satisfy external regulatory requirements. (52, 60) This means that incidents that have caused the most harm are prioritised for analysis, even though more valuable insights may be derived from close calls. (52) Given that RCAs are retrospective, they are commissioned only after a defined incident has occurred. Therefore, an RCA is used as a reactive tool responding to bad outcomes after the fact (60); it may take away resources from proactive management of known problems. (54, 58)
An RCA should be undertaken on those incidents that can demonstrate ROIs correlated to Key Performance Indicators (KPIs). These may include unacceptable risks, near misses, and chronic failures that do not rise to the level of triggers on tools such as Severity Assessment Codes. Tools such as Failure Modes and Effects Analysis (FMEA) and Opportunity Analysis (OA) may be able to assist:

- The key risks in FMEA (severity × probability x detectability) can be used as a prioritisation tool. Often, a “Pareto Split” will apply, where 20% of potential incidents will reflect 80% of the total risk. This 20% of the incidents is referred to as “the significant few” and these can be candidates for RCA.

- Opportunity analysis (OA) is an historical data tool that attempts to uncover the hidden value of chronic failures. This tool typically defines what a “failure” is in a given system and then seeks to identify what failures have occurred in that system that has met that failure definition. The tools attempts to take into account how often small failures occur and extrapolate their seemingly small cost/occurrence to large annual costs when looking at the organisation’s big picture.

4.3. Forming a team

The main problems identified with forming a team include recruiting participants, lack of team knowledge, cognitive biases, interpersonal problems, and lack of management support. Other issues include keeping the team focused, organising the first meeting and funding of team members’ time.

4.3.1. Recruiting participants

Ensuring participation of the most appropriate individuals is a consistent finding. People who are senior in the clinical area where the incident occurred may be difficult to recruit and bring together. This often can delay proceedings and create frustration among the rest of the RCA team, especially if there are timelines to maintain.

4.3.2. Lack of team knowledge

As RCA teams are often made up of healthcare providers, they may not have the expertise to develop effective interventions as they are generally not trained in the principles of safety engineering. Roles such as human factors engineering, medical device manufacturing and organisational psychology/sociology are often not represented. Thus, there is a risk of coming to premature conclusions regarding the root cause when the first “obvious” cause is found and interventions may be superficial, an example is informing or re-educating staff with little chance of permanently reducing the risk of a recurrent incident. Formulating good recommendations can be learnt, but this takes time.

4.3.3. Cognitive biases

Hindsight bias, biased perspectives, and pre-existing agendas can all influence team members’ actions and outcomes. RCA team members may come to the RCA with preconceived ideas and they may, unintentionally or otherwise, align the outcomes with “prior opinions and powerful audiences”.

4.3.4. Interpersonal problems

Difficulty with teams including uncooperative colleagues, hierarchical tensions, and interprofessional differences can all influence RCA actions and outcomes.
lack of strong leadership within the team can also mean that personal agendas and biases influence findings and recommendations. (61)

4.3.5. Lack of management support

RCA teams may not feel empowered to effect change beyond their local unit or hospital, so they may, for example, elect to train local staff to use a workaround strategy rather than notify the device manufacturer about the need for a redesign. (61, 65)

The RCA teams should:

- Have an experienced and effective leader who is aware of potential for cognitive biases and personal agendas and who can manage the diversity of personalities. (49, 50, 66)
- Comprise members of RCA teams who complete training before participating in an RCA. (49, 50, 59, 63)
- Be multidisciplinary, including a balance between medical and nursing staff. (63)
- Include frontline staff with intimate knowledge of the incident, and personnel with knowledge of the systems and processes that might have played a role in the incident. (66)
- Integrate knowledge from system safety engineering fields. (61)
- Have explicit support from institutional or units leadership. (66)

Additionally, RCA investigators should be encouraged to perceive themselves, and be trained as, agents and facilitators of organisational development instead of professional investigators or inspectors. Progress would stem not from conducting bigger and better RCAs, but rather from repositioning RCA investigations as opportunities to trigger local and organisational learning. (49, 50)

4.4. Gather information

Gathering information generally involves undertaking interviews, reviewing documents including medical records and observing. Logistical issues such as arranging interviews (52) and delays in collecting information and convening the group (49, 50) are noted, while more important risks are listed below.

4.4.1. Not seeking outside knowledge

RCA team members may get so involved in the analysis of a particular incident that they fail to recognise the value of looking outside the system for similar occurrences. This includes reviewing the incident system or relevant literature. (67)

4.4.2. Failing to investigate to a sufficient degree

Many RCAs do not dig deeply enough to uncover entrenched system-based causes of incidents or latent failures. To learn about latent failures, staff members must ask probing questions about how the organisation was managing information, the environment, human resources, equipment and technology, and associated human factors at the time of the incident. (67)

The RCA team is more inclined to focus on individual shortcomings and may be less inclined to uncover the underlying system causes of these actions. Organisational culture, team
composition and team leadership may facilitate this focus. This situation often leads to inaccurate assumptions. (61,67)

4.4.3. Information quality

Medical records typically contain little specific information relating to incidents. As such, RCA teams are often required to “trawl” and synthesize additional information sources, such as computer systems, staff rotas, equipment identification, and other routinely-collected hospital episode data. (49,50)

Interviews may be more susceptible to recall bias compared to direct observations of workflow and processes. (61) Staff members may recite what they thought was the right answer and not necessarily what was the daily practice. (61)

The team may rely too much on the written content of policies and procedures to illustrate what normally happens when care is provided. There may be an assumption that what is in the policies is reflective of what really happens day-to-day. (67) This means the team may find no systems issues as the policies may be well written and broadly applicable.

4.4.4. Hierarchies

From the perspective of people being interviewed for RCAs, although the mantra of RCA is “systems-based”, many healthcare workers perceive the approach as an agent of the organisation and view it with suspicion and fear disciplinary consequences. (49,50) Within the team, despite efforts towards integrated and inter-professional working, professional and hierarchical differences may influence the direction, dynamic, and outcomes of RCA meetings. This can manifest in reluctance of people to speak up and for opinions to be suppressed and not be given due weight or consideration. (49)

4.4.5. Emotions

As RCA deal with potentially traumatic and stressful incidents, emotions can heavily affect the process. Not all team leaders are good at addressing these issues, which can result in discussions failing to progress. (49)

4.4.6. Strategies to improve data gathering

Using guides for asking questions and to the direct the information-gathering processes is recommended. The most commonly used, and probably the most comprehensive, tool in health care is that developed by the U.S. Department of Veterans Affairs. (53) This tool structures questions into communication, training, fatigue/scheduling, environment/equipment, rules/policies/procedures and barriers categories. Two other examples are the “six Ps pneumonic” (68), and Grissenger, which can be used as guides for use during interviews. (67)

Storytelling, video-reflection, and other approaches should be considered and used alongside the traditional engineering-based RCA tools. (49)

Two papers reviewed the use of simulation to supplement RCAs. (69,70) Incidents were selected from medico-legal claims or incidents – in both cases, these were related to surgery. Simulations were developed from the underlying medical records and staff were recruited to participate. The simulations were run several times and then analysed. In both studies, additional root causes compared to the traditional RCA were identified and these were felt to be more amenable to effective systems changes.
4.5. Flow diagramming

Many RCAs do not include a sequence of incidents, a flow chart, or a narrative that adequately describes what happened. Flow diagramming should be an integral and mandatory feature of RCA reports.

4.6. Cause and effect / Causation statements

It is recognised that from a technical perspective, developing causes is amongst the most challenging of the RCA steps. Because a RCA investigation is often not standardised and therefore “uncontrolled”, there may be no relationship between the determined root causes and the incident.

It has been noted that despite this step being a critical one for RCAs, some investigations are not including it. RCA investigators tend to focus more on the sequence of incidents (“when”) rather than understanding “why”

Common issues include:

- The identified causes are often too nonspecific to develop actionable correction plans.
- Focusing on a single root cause.
- Analyses may end when the most convenient root cause is found or one that fits the investigator’s biases rather than the correct root cause.
- The accuracy of the cause is dependent on the quality of the information gathered, which is often flawed.

These issues all fit under the umbrella of failing to consider human error and human factors. The investigation of an incident sometimes ends when a human error or violation is identified as the cause. However, identification of pre-existing performance-shaping factors (such as task complexity, workflow, time availability or urgency, process design, experience, training, fatigue, and stress), or other environmental conditions, system weaknesses, or equipment design flaws that allowed the error or violation to occur, is a process that must be undertaken.

Systems that standardise terminologies and processes can link together seemingly disparate causes into coherent and logical chains. The Human Factors Analysis and Classification System (HFACS) is one such example.

Boyd and Pham advocate systems to determine which causes require actions to be taken. Boyd aims to broaden the causation from the details of an incident so that interventions generalise to other incidents of this type. They eliminate causal factors that have only a small degree of influence, or that are not the kinds of causes it would be usual to mention.

Boyd also advocates a method taken from biology examining the causes of traits using four questions:

- Mechanism (How does it work?)
- Function (What is it for?)
- Development (How did it develop?)
- Evolution (How did it evolve?)
Pham, using the Commercial Aviation Safety Team (CAST) method, attempts to rank these possible mitigating actions by rating each as more or less effective a priori and according to their likelihood of implementation (see “Develop recommendations” section below).(56)

4.7. Develop recommendations

Formulating corrective actions is more difficult than finding problems (52,58), and numerous issues are cited:

- Recommendations may be aimed at the wrong level of the health care system.(58)
- RCA teams are not obliged to use evidence to justify their recommendations.(63)
- Each intervention is not clearly linked to one or more causative factors.(67)
- Systematic methods for generating risk control recommendations are not used widely.(62)
- Recommendations that are considered to be weak interventions (such as developing new rules and educating staff) are among the most common risk-reduction strategies that occur in RCAs.(57,61,62,67) These are less likely to introduce effective changes into the system.
- RCA teams may not look broadly enough at the risks they uncover to determine whether these same risks are present in other parts of the organisation or among other processes of care. For example, a mix-up between look-alike products in one area of the hospital could happen in another area of the hospital. Yet an intervention might target only a single unit, service, or department, or the RCA team might not address other products that looked similar to the ones that caused confusion.(67) On the other hand, RCA teams can attempt to learn too much about distant system issues from a single incident.(67)
- RCA teams may be unaware of the resources needed to implement final action items.(56)
- Organisations attempt to implement too many interventions.(56)
- Recommendations are made only against the single most important root cause, ignoring lesser possible causes.(66)
- Deriving general principles from the investigation of a situated activity and re-articulating these principles as recommendations is a difficult task.(72)
- The need to produce an action plan of recommendations also means that safety problems are routinely discussed in terms of available solutions.(72) In this way, problems that do not have feasible, short-term solutions are rarely addressed in action plans. This is particularly pertinent for factors related to long-term resource constraints.(49)
- Reports are often circulated to the participants for repeated comment and feedback, with the aim of “getting everybody on board”. The effort of maintaining consensus amongst participants, may mean that few contain any contentious or highly consequential findings or recommendations.(49)
- Producing a “nice” report at times becomes the main goal of the investigation and displaces the original objective of producing learning and change.(49)
• Using the investigations as a resource for action instead of their trigger; in other words, an RCA process supports changes that departments had tried to promote previously without success. Instead of a process of “evidence-based change”, this is “change-based evidence”, whereby “evidence” about “root causes” was used to support existing agendas. (49, 55)

A number of authors emphasise teams should attempt to create recommendations or interventions that are known to be “strong” or more reliable. (56, 58, 61, 62) There are some tools that categorise interventions by their reliability or strength that are quite useful for teams to discuss and consider. (53, 61) Card uses a two-dimensional framework to assess interventions against effectiveness and sustainability as shown in Figure 6. (62)

![Figure 6. Effectiveness and sustainability of interventions.](Image)

Pham uses a risk-prioritisation and reduction process similar to the model used in aviation by the CAST. (56) It divides the tasks of risk identification and risk mitigation into distinct but related expert teams. Two new steps are added to the process:

(a) Prioritising the factors that contributed to harm in the incident

(b) Evaluating the probability that these factors will cause harm in the future.

As a result, CAST attempts to develop interventions that address the root causes and contributing factors most responsible for causing patient harm. For the most important root causes and contributing factors, the CAST method attempts to design interventions that
reduce the probability that future patients will be harmed and that have a high probability of being implemented as intended given the available resources(56)

The investigating team uses a seven-point Likert scale to rate the importance of each identified problem and contributing factor in causing the incident (power 1, P1) and the importance of each problem and contributing factor in future incidents (this measure is called applicability, A). The output of the first step is a prioritised list of problems and contributing factors regarding the causality of the incident.(56)

The investigation team then recommends interventions and rates how well each intervention will mitigate the problem or contributing factor (power 2, P2). The intervention team assigns a score to the belief that the intervention will be implemented as intended (this measure is called confidence, C). Scores on power 2 are based on the strength of the intervention (probability) to reduce harm. Interventions that result in system redesign (such as changing a product design) have higher power 2 scores than interventions that encourage vigilance or re-education (Table 2).(56)

In some cases, it may be useful to complement these objective measures by gaining insight from clinicians and other staff who work in the area affected. The collective beliefs of frontline staff (perceptions of risk) correlate closely with actual risk and may serve as a valid measurement of the extent to which interventions actually reduced risks.

Simple questions include:

1. Are you aware of this sentinel event, its causes, and consequences?
2. In your opinion, how much risk does _______ (harm of interest) pose for patients on this unit? (Use seven-point Likert scale.)
3. Do you believe the interventions will reduce risks to future patients? If not, why?
4. Do you feel that the interventions have been effectively implemented? If not, why?
5. Do you think the degree of risk has changed within the past (time since intervention)?
6. If you think it has changed, how much greater or how much less do you think the risk is now than it was? (Measure on the seven-point Likert scale.) What do you think has caused this change?
7. Are you aware of any unintended consequences of (the intervention)? What are they?

One paper believes advocates using a high-level forum to convene representatives of manufacturers, professional societies, health care organisations (especially hospitals), and end users to agree on appropriate redesign. This group would need sufficient purchasing power to entice manufacturers, as well as technical and clinical expertise to redesign wisely.(58,73) It would be inefficient for each individual organisation to develop its own programs, and an optimal use of resources would be for professional societies to develop these programs for widespread use. National and international leadership is needed to organise this effort.(58)

4.8. Implement recommendations

The difficulties with implementing recommendations and action plans are diverse:

- Action plans tend to focus on relatively minor local changes, while broader “systemic” issues are excluded from consideration. Although this delivers short-term benefits, it does not address the more deep-seated problems affecting the organisation.(49)
• Action plans that require the collaboration of more than one department are often only partially enacted, usually within rather than across clinical areas.(49)

• Action plans that use stronger corrective actions, such as environmental changes/controls or standardisation of equipment, are more likely to be implemented and to be effective.(52)

• System changes that result from RCA may cause problems in other areas of care. In a complex system, process or product changes can unintentionally create an unsafe situation elsewhere without the knowledge of the team.(52,62)

• An impediment to linking a cause to an action may be the veil of secrecy under which RCAs are performed. Although confidentiality is important, sufficient information needs to be shared with the staff members, who will be required to implement changes so that they understand the purpose and importance of the plan.(67)

• Organisations may not be committed to making the permanent changes needed to reduce risk for a variety of political or economic reasons.(56)

• An institution may not have the financial resources to implement expensive changes, such as an increase in workforce staffing.(56)

• Follow-up and measurement of interventions is not done to determine the scope of change and its effect on patient safety.(52,56,58,61) No structured format exists to support implementation of the action plan or to monitor accountability.(67)

The addition of an implementation phase to the RCA framework may ensure that actions are implemented, the time and effort of the RCA process is not wasted, and future incidents are prevented.(52) This should include an action plan to document who is responsible for implementation, the time frame for implementation of change, and how the effectiveness of the interventions in reducing risk will be assessed.(66)

Proposed changes may need to be tested before or after large-scale implementation.(66,67) Over time, unintended consequences should be monitored, and the interventions revised and disseminated throughout the organisation in all applicable areas.(58,67)

CAST recommends having an intervention design team that is separate from the implementation team.(56)

The effect and outcomes of the program should be evaluated (58) and more formal methods to evaluate the effectiveness of interventions for reducing risks are needed.(56)

Examples of specific measures of implementation success may include:

• development of specific protocols to implement the interventions, an example being checklists

• staff awareness of the defined protocols measured through surveys and/or focus groups

• staff adherence to the protocols measured via checklists and/or audits.

The selection of an evaluation method should incorporate cost, risks to future patients, and process feasibility. In general, the attention given to such evaluation should be proportional to the subjective probability or belief by experts that an intervention will reduce harm.(56)
The National Patient Safety Foundation outlines warning signs of the ineffective RCA, which are shown below in Box 4.(53)

Box 4. Warning signs of ineffective RCA.(53)

If any one or more of the following factors are true, then your specific RCA review or your RCA process in general needs to be re-examined and revised because it is failing:

- There are no contributing factors identified, or the contributing factors lack supporting data or information.
- One or more individuals are identified as causing the incident; causal factors point to human error or blame.
- No stronger or intermediate strength actions are identified.
- Causal statements do not comply with the Five Rules of Causation.
- No corrective actions are identified, or the corrective actions do not appear to address the system vulnerabilities identified by the contributing factors.
- Action follow-up is assigned to a group or committee and not to an individual.
- Actions do not have completion dates or meaningful process and outcome measures.
- The incident review took longer than 45 days to complete.
- There is little confidence that implementing and sustaining corrective action will significantly reduce the risk of future occurrences of similar incidents.

In their review, Nicolini et al (50) used an ethnographic approach to follow 10 RCAs. Lessons learnt from the review are summarised in Box 5 below.
Box 5. Lessons learnt from Nicolini et al review on RCAs (50)

<table>
<thead>
<tr>
<th>Forming the investigation team and gathering evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ensure that the investigation team is well-balanced and include the necessary constituency to produce a robust analysis and facilitate the implementation of the results.</td>
</tr>
<tr>
<td>• Use short training and information sessions as ways to prevent anxiety and resistance to being involved in root cause analysis (RCA).</td>
</tr>
<tr>
<td>• Ensure management support is clear and visible, techniques such as using a formalized escalation procedure should be considered.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conducting the analysis and identifying root causes</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ensure that RCA meeting facilitators have a recognised status comparable to that of the most authoritative practitioners present.</td>
</tr>
<tr>
<td>• Use RCA practitioners who have previous familiarity with the existing area of practice.</td>
</tr>
<tr>
<td>• Train reputable clinicians as RCA leads.</td>
</tr>
<tr>
<td>• Utilize analytic tools that are attuned to the mindset of the practitioners involved.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Formulating and implementing service improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ensure RCA reports are considered as stepping stones in the change process and not the end result of the activity.</td>
</tr>
<tr>
<td>• Use RCA investigations to identify trends and establish change initiatives.</td>
</tr>
<tr>
<td>• Ensure that RCA investigations build on previous experience and available evidence.</td>
</tr>
<tr>
<td>• Share results within the organisation.</td>
</tr>
<tr>
<td>• Establish formal mechanisms to audit the implementation of recommendations.</td>
</tr>
<tr>
<td>• Train RCA practitioners in change management techniques and help them perceive themselves as change agents rather than professional investigators.</td>
</tr>
</tbody>
</table>

4.9. Chapter summary

• RCA is a toolbox of techniques. There are many options for gathering information and brainstorming, some of which are highlighted in this report; however, developing a range of options may be valuable as a resource.

• Simulation is a valuable data-gathering technique. Translated into the e-health environment, this equates to testing or reproducing incidents.

• When undertaking data gathering, do not assume that what policies say necessarily reflects what happens day-to-day. This means data collection and interviewing techniques are crucial.

• Aggregating the findings across multiple RCAs and other data sources, such as reported incidents, allows identification of key risks and proactive development of improvement programs.

• RCA team members should have a diverse set of expertise to develop effective interventions including human factors engineering, and organisational psychology/sociology.

• Using metrics to measure the effectiveness and sustainability of the RCA process may be useful if large numbers of investigations are undertaken.
• Using standardised classifications systems can assist in the RCA process as well as provide a common understanding of key risks when aggregating findings from multiple RCAs.

• Developing recommendations that are effective and sustainable presents significant challenges. Developing formal processes and techniques to prioritise recommendations may be valuable. Using tools to rate recommendations by strength is also important.

• Most of the problems outlined are not functions of deficits in the RCA technique itself, but originate in the complexity of the organisations in which they are being undertaken, the well-described challenge of managing inter-professional teams, and the inherent tendencies of people to invoke personal agendas and to be subject to cognitive biases.
5. London Protocol

The ‘London Protocol’ was developed by Sally Taylor-Adams & Charles Vincent at Imperial College, London, with the second edition released in 2004. The purpose of the protocol is to ensure a ‘comprehensive and thoughtful investigation and analysis’ of an incident, ‘going beyond the more usual identification of fault and blame’.

Like RCA, a modified version Accident Causation Model (75) provides a theoretical underpinning (Figure 7). In this model, fallible decisions at the higher echelons of the management structure are transmitted down departmental pathways to the workplace, creating task and environmental conditions that can promote unsafe acts of various kinds. Defences and barriers are designed to protect against hazards and to mitigate the consequences of equipment and human failure. These may take the form of physical barriers (such as a fence), natural barriers (such as distance), human actions (such as checking) and administrative controls (such as training). In the analysis of an incident, each of these elements is considered in detail, starting with unsafe acts and failed defences and working back to the organisational processes. The first step in any analysis is to identify active failures – unsafe acts or omissions committed by those at the “sharp end” of the system (for example, pilots, air-traffic controllers, anaesthetists, surgeons, nurses) whose actions can have immediate adverse consequences. The investigator then considers the conditions in which errors occur and the wider organisational context, which are known as contributory factors.

![Accident Causation Model](image)

**Figure 7.** The Accident Causation Model (75) modified for the London Protocol (74).

The Protocol has developed a contributing factors framework which is designed to be specific to health care. It comprises the broad categories (74):

- Patient Factors Condition (complexity and seriousness)
- Language and communication
- Personality and social factors
• Task and Technology Factors: Task design and clarity of structure
• Availability and use of protocols
• Availability and accuracy of test results
• Decision-making aids
• Individual (staff) Factors: Knowledge and skills.

A key difference between RCAs and the London Protocol is the introduction of the term “care delivery problems” (CDP). This is an overall description of errors or violations. They may be slips, such as picking up the wrong syringe, lapses of judgement, forgetting to carry out a procedure or, rarely, deliberate departures from safe operating practices, procedures or standards. The rationale for the use of the term “care delivery problems” compared to “unsafe acts” is that it is neutral terminology and because a problem often extends over some time and is not easily described as a specific unsafe act; for example, failure of monitoring of a patient may extend over hours or days. CDPs have two essential features:

• Care deviated beyond safe limits of practice
• The deviation had at least a potential direct or indirect effect on the eventual adverse outcome for the patient, member of staff or general public.

The process for undertaking the London Protocol technique is outlined in Figure 8 below. The process is similar to a RCA; the technique is retrospective, the investigation is commissioned by the organisation and a small multi-disciplinary team is used that has a diverse range of skills including management, knowledge of the process being studied and human factors.
Figure 8. High level steps of the London Protocol.(74)

Unlike a RCA, the first step is data gathering, including undertaking interviews. The interview structures are more structured than generally advocated in a RCA with questions asked regarding the chronology of the incident, CDPs and contributing factors (see Figure 9). RCA questions tend to be “open”. The aims and methods of the rest of the investigation are quite similar to a RCA.
The London Protocol authors make two distinctions between RCA and their method:

1. “To us the term Root Cause Analysis, while widespread, is misleading in a number of respects. To begin with it implies that there is a single root cause, or at least a small number. Typically however, the picture that emerges is much more fluid and the notion of a root cause seems a gross oversimplification. Usually there is a chain of events and a wide variety of contributory factors leading up to the eventual incident.”

2. “A more important and fundamental objection to the term Root Cause Analysis relates to the very purpose of the investigation. Surely the purpose is obvious? To find out what happened and why did it happen? We believe that this is not the most penetrating perspective. Certainly it is necessary to find out what happened and why in order to explain to the patient and family and others involved. However, if the purpose is to achieve a safer healthcare system, then finding out what happened and why is only a way station in the analysis. The real purpose is to use the incident to reflect on what it reveals about the gaps and inadequacies in the healthcare system.”
The first distinction is not supported by the literature on RCA. In the numerous papers on RCA, it is clear that the vast majority of advice is that multiple root causes exist and these must be identified. Indeed, most of the RCA advice states that single root causes are rare. The second distinction is more subtle and depends on the various RCA methods; however, most methods are trying to broaden the investigation from not just what happened during the incident, but what are the deficits in the care delivery system.

A number of methods of developing a chronology of incidents are outlined in Figure 10 which may have applicability for RCAs.(74)

Figure 10. Methods for developing a chronology of incidents.(74)

5.1. Findings from the literature

One paper was found in our search of the literature that discusses in sufficient detail the use of the London Protocol. The paper reported on 30 reviews conducted with the protocol in a neonatal unit in Canada (76). The lessons from their experience were:

- Critical occurrences usually have multiple contributory factors
- Writing recommendations is easy, implementation is challenging
- The Protocol provides structure for interviews and the search for information
- The complexity of human factors science requires expertise to tease out contributory factors, root causes and the context in which they occurred
- A human factors consultant is invaluable in guiding the team.

5.2. Chapter summary

- The London Protocol process is similar to that of RCA, with the technique based on the Accident Causation Model; being retrospective, the investigation is commissioned by the
organisation and a small multi-disciplinary team is used that has a diverse range of skills including management, knowledge of the process being studied and human factors.

- The London Protocol introduces usable concepts, such as care delivery problems, and outlines more variants of displaying incident chronologies. These can be part of the “toolbox of techniques” for undertaking investigations.

- Although the RCA and London Protocol have some differences, these are relatively minor. We believe that the less minor methodological differences mean that the Protocol is similarly vulnerable to the main problems besetting RCAs. Indeed, most of these problems are not functions of deficits in the RCA technique (or Protocol) itself, but originate in the complexity of the organisations in which they occur, the well-described challenge of managing teams, and the inherent tendencies of people to invoke personal agendas and to be subject to cognitive biases.

- Similarly, the potential solutions to these problems, for example appointing a well-balanced team with adequate knowledge of the method and including human factors skills and knowledge, providing training to team members, ensuring management support, formulating “strong” interventions that are likely to work in the long terms, and measuring outcomes are generic to both techniques.

- The lessons to be taken from the London Protocol are using a standardised contributing factors framework, possibly structuring interviews differently, providing a conceptual distinction between CDFs and contributory factors, and using a variety of methods to develop the chronology of incidents. Some or all of these can be embedded in an RCA or London Protocol method as appropriate, without changing its intent or integrity of its method.
6. Failure Mode and Effect Analysis (FMEA)

Failure Mode and Effect Analysis (FMEA) is a systematic method of identifying and preventing product and process problems before they occur. A key difference between FMEA and Root Cause Analysis (RCA) is that it is pro-active not retrospective; in other words, it does not rely on something going wrong as the trigger for an investigation. FMEA was developed as a US military procedure, and in the late 1940s was later used in aerospace and the rocket industry as well as other industries.

FMEA includes review of the following:

- Steps in the process (process mapping)
- Failure modes (What could go wrong?)
- Failure causes (Why would the failure happen?)
- Failure effects (What would be the consequences of each failure?).

FMEA is particularly useful in evaluating a new process prior to implementation and in assessing the impact of a proposed change to an existing process. FMEA enables system redesign of high-priority processes. The key similarities and differences between FMEA and RCA are outlined below in Table 3 and the main steps are shown in Figure 11.

Table 3. Similarities and differences of RCAs and FMEAs.

<table>
<thead>
<tr>
<th>Similarities</th>
<th>Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interdisciplinary teams</td>
<td>Process vs. chronological flow diagram</td>
</tr>
<tr>
<td>Flow diagrams</td>
<td>Prospective (what if) analysis</td>
</tr>
<tr>
<td>Focus on systems issues</td>
<td>Choose topic for evaluation</td>
</tr>
<tr>
<td>Actions and outcomes measures developed</td>
<td>Include detectability and criticality in evaluation</td>
</tr>
<tr>
<td>Scoring matrix (severity/probability)</td>
<td>Emphasis on testing intervention</td>
</tr>
<tr>
<td>Use of triage/triggering, cause and effect</td>
<td>FMEA possibly less than confronting because not dealing with a particular adverse event</td>
</tr>
</tbody>
</table>
The use of FMEA in health care incorporates many lessons that can be applied to the e-health sector, both in terms of challenges with, and potential ways to strengthen the method. These are outlined below.

### 6.1. Potential benefits

In an evaluation of 62 FMEA team members, Habraken et al. found about 90% of people thought that the FMEA was meaningful, that the investigated process would be safer, and that they would recommend the process to others.(79) On the other hand, Wetterneck et al. found team members were slightly more negative on the impact and benefits of FMEAs.(80) Guidelines for FMEA success are outlined in Box 6 below.

**Box 6. Guidelines for FMEA Team Success.** (80)
1) Ensure that the team objective is well defined with established scope boundaries.

2) Obtain a skilled and effective leader and facilitator for the FMEA team.

3) Ensure visible top leadership support for team activities and patient safety.

4) Ensure that teams are multidisciplinary and include process owners and frontline staff.

5) Emphasise, support and monitor attendance. Management must support adequate time off from clinical duties for staff to attend FMEA meetings and compensation for meeting time. Over-recruiting frontline staff to ensure that at least one person from every discipline attends each meeting.

6) Assess baseline knowledge of the FMEA process and the process and/or technology to be evaluated. Train team members to assure adequate knowledge before or early in team process.

7) Inform team members of expected time commitment based on FMEA project scope. Long processes and technology evaluations will take months to complete. Plan-related technology implementation for months after the FMEA team has completed its work to allow time for needed process and technology changes.

8) Encourage and support communication and active participation among team members. Be aware of grouping and dominating team members.

9) Monitor progress of FMEA team towards its goal.

10) Evaluate outcomes of FMEA team, and develop lessons learned for future FMEA teams and similar team activities.

6.2. Time taken to do an FMEA

The main criticism of FMEA is that it can be time-consuming and resource-intensive for health care organisations.(79-83) Various studies show that the average number of meetings necessary to conduct a FMEA is approximately six-eight meetings. Each meeting takes a mean duration of 1.5 hours with an average of eight participants per meeting. This corresponds to 96 hours of healthcare professionals’ time per FMEA (see Table 4 for some examples).(79,82,84) The high number of meetings and the length of time required for each meeting may result in inconsistent attendance due to work schedules and time commitments of healthcare professionals, resulting in loss of expertise and continuity.(82)
Table 4. Metrics on 13 FMEAs in the Netherlands.(79)

<table>
<thead>
<tr>
<th>ID</th>
<th>Health care process</th>
<th>Health care setting</th>
<th>Facilitator&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Team size&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Number of meetings</th>
<th>Number of person-hours&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Number of failure modes</th>
<th>Number of actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Documentation of treatment</td>
<td>Radiotherapy</td>
<td>PR</td>
<td>5</td>
<td>4</td>
<td>30.0</td>
<td>32</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>Electronic Portal Imaging</td>
<td>Radiotherapy</td>
<td>MH</td>
<td>8</td>
<td>6</td>
<td>72.0</td>
<td>109</td>
<td>33</td>
</tr>
<tr>
<td>3</td>
<td>Treatment on linear accelerator</td>
<td>Radiotherapy</td>
<td>JR</td>
<td>5</td>
<td>8</td>
<td>60.0</td>
<td>70</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>Release of accelerator after maintenance</td>
<td>Radiotherapy</td>
<td>PR</td>
<td>4</td>
<td>5</td>
<td>30.0</td>
<td>50</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>Communication of unexpected findings</td>
<td>Cardiology</td>
<td>MH</td>
<td>7</td>
<td>5</td>
<td>52.5</td>
<td>19</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>Diet food process</td>
<td>Children’s Hospital</td>
<td>MH</td>
<td>13</td>
<td>7</td>
<td>136.5</td>
<td>39</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>Physically restraining patients</td>
<td>Neurosurgery</td>
<td>MH</td>
<td>7</td>
<td>7</td>
<td>73.5</td>
<td>31</td>
<td>17</td>
</tr>
<tr>
<td>8</td>
<td>Ordering repeat prescriptions</td>
<td>Primary care</td>
<td>DZ</td>
<td>8</td>
<td>8</td>
<td>96.0</td>
<td>50</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>Patients with hip fractures</td>
<td>Emergency Room</td>
<td>MH</td>
<td>8</td>
<td>6</td>
<td>72.0</td>
<td>120</td>
<td>7</td>
</tr>
<tr>
<td>10</td>
<td>Medication administration (pumps)</td>
<td>Intensive Care Unit</td>
<td>MH</td>
<td>6</td>
<td>6</td>
<td>54.0</td>
<td>46</td>
<td>22</td>
</tr>
<tr>
<td>11</td>
<td>Admission of cardiac patients</td>
<td>Emergency Room</td>
<td>CP</td>
<td>6</td>
<td>6</td>
<td>54.0</td>
<td>44</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>Use of a PICC line (catheter)</td>
<td>Coronary Care Unit</td>
<td>MH</td>
<td>8</td>
<td>8</td>
<td>96.0</td>
<td>37</td>
<td>8</td>
</tr>
<tr>
<td>13</td>
<td>Administration of blood products</td>
<td>Laboratory</td>
<td>MH</td>
<td>8</td>
<td>6</td>
<td>72.0</td>
<td>27</td>
<td>11</td>
</tr>
</tbody>
</table>

Suggested methods for reducing the length of the time commitment include asking a subgroup of the team to map the selected process in advance. During the first meeting with the entire team, the other team members could then be asked to verify the graphical process description. This is done commonly during RCAs. Another possible way to save time is to first carry out both a hazard analysis and determine appropriate actions for one process step before investigating the next one. By doing so, the team members will master the different steps of FMEA more quickly, allowing a faster handling of the other process steps. Moreover, if time constraints force the team to stop the analysis, a complete FMEA analysis has been conducted for at least one or more process steps.(79)

6.3. Assembling the FMEA teams

FMEA teams are similar to RCAs. Teams should be multi-disciplinary.(80,81,84,85) Effective communication skills were seen as important to promote understanding of different working cultures and professional language and to sustain more reliable results.(79,81) Teams should include individuals who can characterise the process, identify failure modes (80), and understand their effect, as well as those who can design and implement new processes.(79) Finding a team of busy health care professionals with the appropriate knowledge, skill mix, and logistical availability for regular meetings is, however, a serious challenge.(84,86) The role of the facilitator is crucial.(79) An external facilitator to lead the group through subsequent steps can be considered. The facilitator may not have domain knowledge of the process, but rather this individual should stimulate the participation of all team members.(66) The alternative may be to develop organisation-wide FMEA experts to facilitate and be team members for ongoing FMEAs.(80)

Training was noted as being required for regular team members before starting the FMEA process, as was just-in-time training for members who were participating for only short periods (for example, front-line staff).(80,81) The facilitators should be trained in using a
It was noted that there was a lack of written guidance on the identification of failure mode causes and effective actions, and this lack of a standardised guide might influence the quality of the outcomes of a FMEA.

### 6.3.1. The involvement of patients or consumers in an FMEA

In a national FMEA evaluation, respondents had differing views on the benefits of patient involvement. The respondents of teams in which a patient participated nearly all believed the involvement of the patient was useful. On the other hand, only a few respondents who participated in FMEA analysis without patient involvement thought that patient participation would have been valuable. The usefulness of patient involvement also is likely to depend on the type of process to be analysed. However, the results might also indicate that clinicians do not recognise the merits of patient involvement in risk analysis until they actually see it happen.

### 6.4. Management and organisation support

The FMEA process should be guided by a well-defined objective for the team with a limited and bounded scope and visible support from the top leaders in the organisation, for both the process itself and a commitment to use team findings to improve safety. It is important for team members to know that the team activities are important to the organisation and that the team recommendations will be acted on to improve safety.

### 6.5. Graphically describe the process (process mapping)

The stage of FMEA involving multidisciplinary process mapping seems the most valuable step with good reliability and validity. As FMEA is time consuming, choosing a complex and long process is not recommended (an example being the entire medication management process). Breaking up the process into its component parts (such as prescribing, dispensing, administration) and tackling each separately with an FMEA is likely to be more manageable. Two representations may be needed: the way that the process is intended to occur and the way that it actually occurs.

When an FMEA is conducted, teams must be aware that the conclusions of FMEA are usually short-lived. As guidelines and protocols continue to be periodically updated, along with the introduction of new technologies – such as electronic prescribing, clinical decision support or bar-coding – a given set of process maps may only be valid for a limited time period and should therefore be updated regularly. Figure 12 shows an example of a process map from an FMEA.
6.6. Conduct a hazard analysis

The literature describing FMEA hazard analysis suggests that this process is difficult to carry out due to its complexity, and its reliability and validity has been questioned.(79) One study found two groups analysing the same process identified only 20% failure modes common to both.(81) In another study, a FMEA team, reviewing a high-risk medicine process, did not identify the most frequently occurring incident type in the incident reporting system – omitted medicines. On the other hand, another study points out that in a head-to-head comparison of failure modes in radiation therapy, 17% of possible process failures were detected by incident reports only, and 57% were detected by FMEA only.(87) This underlies the well-established principle in patient safety that multiple data sources are ideal to capture the large variety of things that go wrong.(44) If only a FMEA is being performed, it must be realised that preventing errors that have never occurred is an important purpose, if not one of the main purposes, of this tool.(88) Content validity of the FMEA outputs may be achieved by allowing the FMEA teams to use other sources, besides their experience and knowledge, such as hospital audits or incident report databases, to list as many potential failures as possible.(85)

A key point when conducting a hazard analysis is that failures at one stage of a process can be mitigated if the failure is readily observed. Even a serious failure that occurs frequently may have little effect on patients if it is noted at once and downstream steps are able to respond to the previous failure. In comparison, tightly coupled processes in which there is little ability to buffer the effects of previous failure are more likely to lead to a cascade of events that result in patient harm.(66)

6.7. Assign a risk score to each Failure Mode

There are three major problems with assigning a risk or numeric score to failure modes. Firstly, the FMEA was originally developed for use in engineering, in which systems are largely deterministic and failure rates more easily quantifiable. However, in health care, human-based systems introduce variation, which is much harder to quantify.(82, 89)
Secondly, the FMEA process is subjective, but the use of numerical scores gives an unwarranted impression of objectivity and precision. (82) Thirdly, the numeric score is calculated by multiplying three ordinal scales: severity scores, probability scores and the detectability scores. In an ordinal scale, the categories have an ordered or ranked relationship relative to each other; the amount of difference between ranks is not specified. However, ordinal numbers cannot meaningfully be multiplied or divided. (89) Multiplying the three scales to produce a numeric score breaches the mathematical properties of the ordinal scales. (85)

The scores might be useful to guide the team, but the scores should not become the main focus of the process where the aim of the FMEA becomes reducing the numeric score values rather than finding solutions to avoid failures or errors from reaching the patient. Furthermore, focusing the FMEA on reducing the numeric score values may result in biased results as participants’ focus shifts from patient safety to lowering numerical values. (85) In summary, using FMEA as a quantitative technique to prioritise, promote or study patient safety interventions should be avoided. (82)

Some potential solutions include:

- Acknowledging that the scoring system is subjective. (81, 86) The success or failure of the FMEA should not be measured by the reduction in numeric scores alone but instead by implementing and evaluating changes within the process of care to ensure patient safety. (81)
- Using a consensus scoring procedure as it allows variability in individuals’ scores and rationales to become apparent and to be discussed and resolved by the team. (81, 86)
- Using more defined and reliable categories for probability of occurrence. This may reduce the likelihood of team members placing their own interpretation on the categories. For instance, one could use categories such as ‘weekly’, ‘monthly’, ‘yearly’ and ‘less’. (79)
- Replacing numbers with ordinal scale categories, such as ‘very high risk’, ‘high risk’, ‘low risk’ and ‘very low risk’ with accompanying red or green shades of colour. (79)
- Using Pareto charts whereby mitigations are first provided for the most severe events, in order of their decreasing frequency of occurrence.

6.8. Identify actions and outcome measures

As with RCAs, selecting appropriate error reductions strategies also can be a difficult challenge for FMEA teams. (83) Emphasis must be placed on identification of root causes, not just proximate causes of the failure modes. (66) In general, there are three approaches to redesign: the prevention of failure modes; improved detection of failures; and implementation of recovery processes that mitigate the effects of failure, this means preventing failures that do occur from reaching the patient. (66) As with RCA, each mitigation represents a design change to the process and itself represents a risk that 1) the mitigation is not sufficiently effective, or 2) the mitigation causes new errors. (88) The process for measuring the effectiveness of recommendations is similar to RCAs.

6.9. Alternative techniques

6.9.1. Sociotechnical Probabilistic Risk Assessment (ST-PRA)

Where there is no component failure but rather a probabilistic deviation from intention and expectation, using FMEA can be problematic. (90) Sociotechnical Probabilistic Risk
Assessment (ST-PRA) is a complex, high-end risk modelling tool, that provides an opportunity to visualise system risk in a manner that is not possible through FMEA. An example of an ST-PRA is shown in Figure 13. Probabilistic Risk Assessment (PRA) is a process for modelling the combinations of multiple failures leading to a specific undesirable outcome. When the modelling includes the contributions of behaviours or human error as a cause of the adverse outcome, it becomes known as ST-PRA.

Compared with FMEA, PRA uses a “top-down” approach that identifies the undesirable outcome to be modelled first, and then investigates and models all combinations of process failures that may lead up to this event. ST-PRA is distinguished from FMEA as FMEA starts with a process to be analysed, whereas ST-PRA starts with an undesirable outcome.

Compared with FMEA, PRA uses a “top-down” approach that identifies the undesirable outcome to be modelled first, and then investigates and models all combinations of process failures that may lead up to this event. ST-PRA is distinguished from FMEA as FMEA starts with a process to be analysed, whereas ST-PRA starts with an undesirable outcome.

---

**Figure 13. An example of a Sociotechnical Probabilistic Risk Assessment (ST-PRA).**

### 6.9.2. Fault Tree Analysis

A FMEA does not provide a hierarchical perspective necessary to represent a complex or sequential mode failure that is systematic. For these, fault tree analyses (FTA) are necessary. A FTA provides a way to define and depict the sequence of events and conditions that lead to undesired outcomes. Individual pathways through the event tree are referred to as event sequences.

### 6.9.3. Simulation

Similar to studies which reviewed simulation and RCA, Nielsen et al. (2014) explored whether additional data were found when a traditional FMEA was augmented with simulation. The nature of simulation allows for a detailed examination of every single step in the process, revealing vulnerabilities that may be missed when just brainstorming the process map. Overall, the simulations were effective in identifying additional failure effects (60%) and causes (40%), and to a lesser extent failure modes (25%), than brainstorming the process map alone. The additional types of failure modes were mainly associated with practical coordination issues between crews. Brainstorming did not reveal the complexity of
crew coordination when crews were cooperating face-to-face regarding the same patient. Simulation forced participants to experience the consequences if the process did not proceed optimally (for example, waiting time, uncertainty over what the other crew was doing, and prioritising tasks between the crews). Brainstorming only entails talking about actions, not actually fulfilling the actions. However, the additional resources required for the simulation in additional to traditional FMEA need to be weighed against potential benefits.(93)

6.10. Chapter summary

- A key distinguishing feature of FMEA is that it is a proactive method of identifying and preventing problems, in contrast to RCAs and the London Protocol, which are retrospective.
- One of the important purposes of FMEA is identifying and preventing errors that have *never occurred*.
- One of the main barriers to undertaking an FMEA is that it is time-consuming. Topics should be well-defined and scoped and there be reasonable certainty that they are high risk if an investment in FMEA is to be undertaken.
- The most valuable FMEA step, from a learning perspective, seems to be the process mapping. This step has good reliability and validity. However, this step may need to be reviewed and updated if technologies and processes are changing.
- The hazard analysis is the most challenging step. Applying numerical scores should not become the main focus of the process but rather a means to an end of finding solutions to avoid system failures.
- Other proactive alternatives also exist, such as a Sociotechnical Probabilistic Risk Assessment and Fault Tree Analysis.
- Like with RCA, simulation can provide another valuable data source for the FMEA; however, its value must be balanced against the additional resources that are necessary.
7. Interview findings: Current practices for investigating IT incidents

7.1. Key informants

In consultation with the Commission and international experts in HIT safety, a snowball sampling strategy was used to refine and expand an initial list of 10 organisations for our study (Appendix C: List of interviewees). Key informants were identified and invited to participate in an interview about their processes to investigate incidents. Additional informants identified at interview were followed-up.

7.2. Method for interviews

Informants who agreed to participate were interviewed by telephone. Informants were asked to describe their organisation's approach to IT safety and processes to investigate incidents. We recorded responses to a series of questions about the incident investigation team, use of formal techniques (such as the London Protocol, RCA, FMEA, Fault Tree Analysis) and information sources were used to reconstruct the sequence of events leading to an IT incident. Informants were invited to share any tools or templates used to support processes. Background information about the organisation, types of clinical IT systems, total number of incidents, harms arising from the incidents, effectiveness of processes was gathered at the end of the interview (see Appendix D: Interview schedule).

7.3. Analyses

Structured responses and free-text descriptions provided rich data about current practices to investigate IT incidents locally and internationally. Interview data was validated against any documentation provided by informants.

7.4. Findings: overview of incident investigation processes reviewed

We examined processes for investigating IT incidents in nine national-level programs and centres of excellence, as shown in Table 5. Amongst the programs that responded to our invitation, two were associated with national IT safety initiatives and patient safety incident monitoring in England and the USA. One was part of a regional program in England (Taunton and Somerset NHS Foundation Trust) and another was in the USA (Pennsylvania Patient Safety Authority). Three were within major health systems in the USA (Department of Veterans Affairs, Kaiser Permanente, Memorial Hermann Health System). And two were within hospitals in the USA (Brigham and Women's Hospital, Boston) and Australia (Alfred Health, Melbourne). Two US organisations did not respond to our invitation (The Bon Secours Health System and Medstar Health).
Table 5. Organisations in which HIT investigation processes were examined.

<table>
<thead>
<tr>
<th>Organisation</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>National/regional level</td>
<td></td>
</tr>
<tr>
<td>1. Health &amp; Social Care Information Centre</td>
<td>England</td>
</tr>
<tr>
<td>2. Taunton and Somerset NHS Foundation Trust</td>
<td>England</td>
</tr>
<tr>
<td>3. ECRI Institute</td>
<td>USA</td>
</tr>
<tr>
<td>4. Pennsylvania Patient Safety Authority</td>
<td>USA</td>
</tr>
<tr>
<td>Health systems</td>
<td></td>
</tr>
<tr>
<td>5. Department of Veterans Affairs</td>
<td>USA</td>
</tr>
<tr>
<td>6. Kaiser Permanente</td>
<td>USA</td>
</tr>
<tr>
<td>7. Memorial Hermann Health System, Texas</td>
<td>USA</td>
</tr>
<tr>
<td>Hospitals/ hospital networks</td>
<td></td>
</tr>
<tr>
<td>8. Brigham and Women's Hospital</td>
<td>USA</td>
</tr>
<tr>
<td>9. Alfred Health, Melbourne</td>
<td>Australia</td>
</tr>
</tbody>
</table>

Of the nine programs reviewed, seven were specifically associated with HIT implementation which had the general characteristics of a) combining commercial and “home-grown” HIT configurations, and; b) having incident management processes at varying stages of maturity.

7.4.1. Commercial or combination of home-grown and commercial configurations dominated

Most HIT implementations were a combination of home-grown HIT systems (developed internally by the organisation) and commercial software systems that were procured from one or more vendors and then adapted to local requirements. The hub-and-spoke model, in which a range of commercial systems were integrated with home-grown interfaces, was a commonly employed configuration. A notable exception was the US Department of Veterans Affairs, where software systems were fully home-grown configurations.

7.4.2. Incident management processes varied in maturity

The reviewed processes to manage incidents varied in maturity. One example was the process within England’s safety management program for HIT (94), which had evolved over 12 years with more than 2000 incidents. This is perhaps one of the most notable uses of safety cases in health care. For national scale systems, software manufacturers are required to create a safety case which sets out the evidence of how hazards have been identified and managed. This program has also implemented two standards for managing clinical risks in the design, implementation and use of HIT.(95,96) These standards are consistent with those for safety critical software (such as the International Electrotechnical Commission IEC 61508) and medical devices (such as the International Organisation for Standardisation ISO 14971), and were formally adopted as NHS standards in 2009. At Kaiser Permanente, processes had been operational since implementation of the electronic medication record (EMR) began in 2005.
7.4.3. Scope of review
It was outside the scope of this review to consider the effectiveness of which incident investigation practices were working best. There was a high degree of variability on program maturity and the extent to which strategies were used across the reviewed programs.

7.5. Themes emerging from interviews

7.5.1. Incident review part of broader HIT safety processes
Processes to investigate and review incidents were part of routine system operation and were closely linked with other safety processes in the technology life cycle. The majority of programs reported having processes to proactively assess and mitigate HIT-related hazards as part of the HIT system life cycle including design, build, implementation and use.

7.5.2. Detection via IT service desks
Most detection of HIT issues was via calls or reports to service desks. Incidents deemed by service desks to pose clinical risks were forwarded to dedicated patient safety teams for IT. Service desk staff were trained to identify issues that had an actual or potential impact on care delivery or patient safety, although such incidents could be explicitly identified by reporters. Some service desks were accredited – for example, Information Technology Infrastructure Library (ITIL) Service Operation version 3.

7.5.3. Triage based on severity, impact and previous occurrence
Severity assessment was based on local schemas. For example, the SAC was used in the US Department of Veterans Affairs. The impact of incidents, meaning the number of patients, users or systems impacted in the immediate setting, was considered in making this assessment. The potential for other users of the system in different settings was also examined. Only those with a high severity rating or with a high impact that have not been previously encountered underwent a detailed investigation. Those with known issues were reviewed to examine the effectiveness of previous controls and to investigate reasons for their failure.

7.5.4. Multidisciplinary expertise essential
In dedicated IT safety programs, review and investigation was undertaken by multidisciplinary teams. Where IT was investigated as part of mainstream patient safety processes, respondents emphasised the importance of having Informatics expertise present at the RCA table or close involvement in RCA processes. In one US health system that was highly computerised, the chief medical information officer (CMIO) participated in the weekly review of all safety incidents. This was considered to be essential to clearly identify the role of HIT because a new system could be wrongly blamed for other breakdowns in clinical work processes. Interviewees highlighted that procedures to audit and check HIT systems needed to be undertaken by an individual who understood the clinical context of use as well as the technical configuration of the system. In one organisation, the RCA process was supported by an application support team whose role was to confirm issues described in incident reports.

7.5.5. Vendors participated
Software vendors were reported to be active participants on investigative teams. In one program, the majority of patient safety issues were reported by vendors. These had either been identified through internal testing by the vendor or by another client. In another case,
vendors reportedly worked with the HIT safety team to build test scenarios to examine performance at system boundaries.

7.5.6. Quality of investigation highly dependent on team skills and experience

Interviewees emphasised the importance of team skills and experience in conducting investigations. In one US health system, team skills were developed by keeping the same team members for multiple investigations. The HIT safety team at the central office was responsible for training and supporting local teams in conducting RCAs. Attention to detail was highlighted as a key requirement.

7.5.7. Multiple data sources utilised

Interviewees emphasised the importance of leveraging all sources to detect, investigate and review incidents. Detection was based on reports from vendors, IT service desks, mainstream patient safety incident monitoring systems and proactive monitoring of HIT systems. Hazard registers were linked to HIT incident databases for triage and management of safety issues. For example, if the issue had been previously detected and had a control in place, the investigation would focus on the control and the reasons for its failure. Reviews of HIT service desk reports were also reported to be useful in proactively identifying issues that could pose risks. For example, one review of help desk tickets found that over 100 clinicians had reported an EHR safety feature to be confusing.

7.5.8. Event sequence replicated in actual system

Reconstruction of the sequence of user interactions and system transactions was fundamental to uncovering use errors and machine errors that may have contributed to adverse events. In addition to problems with the system user interface, this process was used to identify software issues that may have caused HIT to behave in an unexpected manner. Such analyses were used to examine the event timeline in the system as well as application settings and display. Potential solutions were also examined as part of this process. Access to a copy of the live system was thus essential to investigation. One national program maintained copies of all current versions of software so that solutions could be tested before they were deployed. In many cases this included representative databases such as anonymised versions of actual system databases.

7.5.9. Formal hazard assessment techniques seldom used

Four programs reported finding formal hazard assessment approaches such as root cause analysis and FMEA useful for investigating HIT incidents. The Healthcare Failure Mode and Effect Analysis (HFMEA) was used at the US Department of Veterans Affairs. Interviews reported using a range of different methods until root causes were uncovered. It was reported that compared to Aerospace, where systems were well-defined and procedures of operation were fixed, HIT systems had multiple interfaces, were not well-defined and there was a high degree of variability in the way they were used. Thus methods that had been developed for tightly bounded systems in Aerospace and other safety critical industries, where all possible hazards had been assessed as part of design, needed to be used in conjunction with other techniques as HIT hazards often related to issues not examined as part of proactive safety assessment processes.

7.5.10. Monitoring to support early detection

Monitoring, including the use of automated methods, was increasingly being seen as a way to overcome the limitations of current mechanisms, which are based on lagging indicators of safety and which largely rely on clinicians, consumers and vendors to detect and report
safety issues. Interviewees felt that automated methods were needed because many safety problems – particularly issues with data integrity and overlaid records – were harder to detect with increasing system complexity. This included regular audits of system transactions and system databases.

In one organisation, an audit of system transactions revealed a dramatic increase in the number of patients lost to follow-up. This was due to a system issue that had cancelled all future appointments when patients were discharged from hospital. In another hospital, an email follow-up of prescribers who had discontinued medications prescribed in error identified usability issues with the prescribing interface that had led to those prescribing errors. At the database level, audits detected the presence of duplicate patient records due to use errors; for example, new records were wrongly created when existing records could not be located in the system. Interviewees recommended continuous monitoring of a subset of databases and transactions where risks were high, such as alerts relating to high risk medications.

7.6. Chapter summary

- The investigation and review of HIT incidents occurs in context of the technology life cycle. Detection of safety problems, their investigation and review of aggregate patterns are part of routine system use, and are closely linked to processes undertaken to identify and address hazards during system design, build and implementation.
- As HIT safety overlaps the domains of patient safety and IT service management, detection, investigation and review need to be managed by a multidisciplinary team with skills in health informatics, HIT systems, clinical safety and systems safety engineering. For detailed investigations, informatics representation on the investigative team is essential.
- Replication of HIT system events leading to an adverse event is fundamental to detailed investigation.
- Given the complexity of HIT implementations formal hazard assessment techniques are seldom used. A range of different methods are used until root causes are identified.
- With increased system complexity, the use of automated methods to proactively monitor HIT systems has become essential for detection of safety problems using leading indicators.
8. Discussion: a proposed model to investigate and review HIT incidents

Based on our findings we propose a model for investigating and reviewing incidents in context of the technology life cycle, spanning design, build, implementation and use in a clinical setting (Figure 14). The model brings together key functions for learning from incidents including detection of safety problems, their investigation and review of aggregate patterns. These functions are part of routine system use, and are closely linked to processes undertaken to identify and address hazards during system design, build and implementation. As HIT safety overlaps the domains of patient safety and IT service management, these functions need to be managed by a multidisciplinary team with skills in health informatics, IT systems, clinical safety and systems safety engineering.

8.1. Detection

Early detection is critical to minimise disruptions to care delivery and to prevent patient harm. There are multiple ways to detect safety problems. As HIT services drive production, disruption to these services tends to have greater visibility with potential to significantly impact the delivery of care. In addition to incidents reported by clinicians and consumers to IT service desks and to mainstream patient safety incident monitoring systems, software vendors play a key role in proactively identifying safety problems, particularly issues with software that emerge as systems are developed and updated. For example, a vendor might issue a patch to fix an issue associated with upgrading the software operating system.

Safety problems can also be detected before they impact care delivery or patient safety. One way to do this is by proactively monitoring HIT systems using automated methods. There now is significant interest in automated methods because they can detect new emergent behaviours that only become evident after HIT systems, especially complex configurations with multiple disparate components are deployed in the real world. They can also detect software problems that may go undetected by users who are not expert in technology. Automated monitoring is possible at three levels to detect anomalies in the delivery and speed of message between HIT systems, the content of messages between HIT systems and user interactions with HIT systems.(47)

When incidents are detected, their severity is assessed using a local schema (such as the SAC). Only those with a high severity rating or with a high impact that have not been previously encountered undergo a detailed investigation. Those with known issues are reviewed to examine the effectiveness of previous controls and to investigate reasons for their failure. Similar models for recognising and responding to incidents have been developed at a national level for general patient safety (98), and these could provide guidance in the structure of such a system for HIT. Additionally, the scale of incidents – the number of users, patients or their records as well as their potential to occur in other similar contexts – needs to be considered. Unlike other risks to patient safety, IT incidents can, because of their scale and scope, increase the risk of harm to many patients from the delivery of health services. Consider, for example, the investigation of an incident in a general practice where a patient received the wrong medication and had seizures because sodium valproate modified release (m/r) 200mg was incorrectly mapped to sodium valproate 200mg in the drug database of the software system used to prescribe the medication. In addition to other patients in the practice, the potential for this problem to affect other practices using the same prescribing system and other prescribing systems using the same drug database also need to be considered as part of the process to assess severity.
8.2. Investigation

Safety emerges from the collective interactions among all system components, including technology, people, workflow, organisation and the external environment. The purpose of investigation is to examine interactions between system components so that the interactions leading to an incident and contributing factors can be uncovered. Methods such as the London Protocol and RCA can be used to systematically approach and undertake investigations. For HIT incidents, Sittig and Singh’s Sociotechnical Model (34) can be used at the operational level to guide the selection of methods as it takes a systems view to safety grouping problems into eight broad dimensions (Table 6). Indeed many of the methods used to identify and mitigate hazards as part of system design and implementation may be used during investigation. Examples of these include the Failure Mode and Effect Analysis (FMEA), Fault Tree Analysis and Sociotechnical Probabilistic Risk Assessment (ST-PRA).

8.3. Aggregate review

Low- and medium-severity incidents are routinely reviewed to understand aggregate patterns. High-severity incidents may also undergo review periodically. For example, an organisation may aggregate RCA findings to find that HIT incidents mostly involve medications and most adverse events involve problems with the user interface, workflow and communication, and clinical content. There are many other sources of information about HIT problems that are amenable to aggregate review. These include mainstream incident monitoring, IT service desk reports, registers of equipment failure and hazards, medications reporting and malpractice claims. Current schemas to undertake such aggregate reviews include the AHRQ Hazard Manager Ontology (40), the Magrabi et al. classification (21) and Sittig and Singh’s Sociotechnical Model. (34) As reports do not represent a systematic sample, they cannot be used to examine the frequency of safety problems. However, new aspects of known problems may come to light, and new, unforeseen problems may be identified for the first time, potentially allowing the timely application of remedial strategies at systemic as well as local levels.
8.4. Maintain hazard register

The hazard register is integral to detection, investigation and aggregate review because it serves as a central repository of all known safety problems, their risks and controls. It is linked to the incident monitoring database and IT service database. For HIT, general purpose issues tracking software are commonly adapted to support the tracking of hazards throughout the system life cycle. The AHRQ Health IT Hazard Manager is an example of a purpose built tool. (40)
<table>
<thead>
<tr>
<th>Dimension</th>
<th>Methods and data sources (example)</th>
</tr>
</thead>
</table>
| Hardware and software         | • Computer logs (e.g. critical test results not accessed)  
                             | • Replication of incident in IT system  
                             | • IT system availability data including downtimes  
                             | • IT problems logged by helpdesk  
                             | • Design process and documentation                                                   |
| Clinical content              | • Audit system configuration and settings (e.g. decision rules, settings for alerts, in-built order sets, user customisation) |
| Human–computer interface      | • Heuristic usability inspection  
                             | • Think Aloud protocol  
                             | • Interviews about problems with using interface  
                             | • FMEA  
                             | • Simulation                                                                           |
| People                        | • Surveys (e.g. safety culture)  
                             | • Interviews including software vendors, teams responsible for system design, implementation and operation                                                 |
| Workflow and communication    | • Participant observation  
                             | • Communication logs  
                             | • Handover sheets  
                             | • FMEA  
                             | • Simulation                                                                           |
| Internal organisational features | • Policy and procedures vs. actual practice  
                             | • IT access policy  
                             | • Information governance (e.g. critical test result was only visible to ordering clinician)                                                   |
| External rules and regulations| • Documentation                                                              |
| Measurement                   | • Proactive system and user level monitoring                                                                                                                   |
and monitoring

- Clinical process and outcome indicators (e.g. funnel plots to compare patterns)
9. Conclusion: an overview of findings

The aim of any Health Information Technology (HIT) safety system is to prevent harm from occurring associated with the system, and should such an event occur, to prevent its recurrence.

Proactive monitoring and testing of HIT systems requires teams with a blend of both technical and clinical expertise, well-resourced to explore the potential effect of new releases in simulated clinical environments. It is important to support and develop these activities, as clearly the identification of hazards has a major impact on ultimately preventing incidents and harm.

The retrospective investigation of incidents and system failures commences with an ability of users to detect issues, and then have access to a feasible reporting system that allows them to communicate and provide feedback about identified problems. Incident reporting and learning systems are more successful when reporters are engaged and involved at a local level with a strong, non-punitive reporting culture, and participate in the generation of solutions and feedback of findings from lessons learnt.(99,100) These systems should ideally operate at a local level and allow fast responses to any threats to patient safety, as well as having the ability to have their data aggregated at a regional and national level, so that specialist teams can conduct detailed analyses, identify recurrent issues, generate findings, and feed these back to all of the HIT system stakeholders with the aim of preventing a repetition of any safety threats to the system or its users.

Important consideration should be given to the design and positioning of local, regional and national incident data collection systems, and the composition of specialist groups to review, investigate and generate findings from the interrogation of both aggregated incident data, and in depth analyses of incidents such as those with a high potential for harm, or new events that were not able to be predicted with proactive monitoring and simulation testing. These various local, regional and national structures also need the ability to feedback to stakeholders in a timely manner and broadly disseminate the findings from lessons learnt in the incident analysis process.

There are limitations of the findings presented in this report, which aimed to present a detailed review of hazard and incident analysis methodologies relating to HIT. There are a number of important related areas which were beyond the scope of this piece, and further work is recommended to consider these other areas. For example, the methods associated with incident reporting and learning systems, and issues of engagement of users with these systems, including issues around anonymity, confidentiality and legal protections.

It is important also to consider the value of adequately investing in technical research and development as an adjunct to other approaches of ensuring the safety of complex HIT systems. Historical examples such as the large-scale failure of the London Ambulance System’s attempts to introduce a computerised system for receiving calls and dispatching crews highlight the importance of these factors, and the dangers of trying to implement high technology projects without adequate research to support its implementation.(102)

Numerous methods exist that may be used in combination to investigate system safety and incidents. There is no one method that will fit all of the requirements across the spectrum of proactive monitoring, retrospective analysis, aggregation of data, and development and dissemination of key findings. Each component of any safety system requires a tailored approach and should draw from a palette of multiple methods.
## 10. Appendix A: Summary of the 21 studies investigating HIT incidents

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study period (mths)</th>
<th>Source/case study</th>
<th>Country</th>
<th>Settings</th>
<th>HIT types</th>
<th>N</th>
<th>Harm, % (death, n)</th>
<th>Case study/ incident analyses methods</th>
<th>Summary of findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horsky et al. (2005) (13)</td>
<td>case study</td>
<td>USA</td>
<td>inpatient</td>
<td>CPOE</td>
<td>1</td>
<td>1</td>
<td>- semi-structured interviews with involved clinicians - computer log analysis - usability inspection of CPOE interface - quality assurance reports - case &amp; review notes by Significant Events Committee</td>
<td>An elderly patient suffering from hypokalemia or low potassium (serum potassium was 3.1 mEq/L; creatinine, 1.7) became severely hyperkalemic (serum potassium level, 7.8 mEq/L). Wrong, incomplete and missing information in the hospital order entry system resulted in the patient receiving multiple doses of potassium. In total, 316 mEq potassium chloride (KCl) was administered over 42 hours. Technical problems related to software functionality such as suboptimal screen display and lack of automated checking function. Human factors issues were linked with inadequate training and poor familiarity with the system.</td>
<td></td>
</tr>
<tr>
<td>Landman et al. (2013) (14)</td>
<td>case study</td>
<td>USA</td>
<td>inpatient</td>
<td>ED- Image viewer</td>
<td>N/A</td>
<td>computer log analysis</td>
<td>An update to Microsoft Internet Explorer severed the link between the ED tracking board and web-based image viewer. The loss of this link resulted in decreased web-based image viewer access rates for ED patients during the 10 days of the incident (2.8 views/study) compared with image review rates for a similar 10-day period preceding this event (3.8 views/study, p&lt;0.001).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Study period (mths)</td>
<td>Source/ case study</td>
<td>Country</td>
<td>Settings</td>
<td>HIT types</td>
<td>N</td>
<td>Harm, % (death, n)</td>
<td>Case study/ incident analyses methods</td>
<td>Summary of findings</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------</td>
<td>-------------------</td>
<td>---------</td>
<td>----------</td>
<td>-----------</td>
<td>----</td>
<td>-------------------</td>
<td>--------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>McDonald et al. (2006) (15)</td>
<td></td>
<td>case study</td>
<td>USA</td>
<td>inpatient</td>
<td>CPOE</td>
<td>1</td>
<td>-</td>
<td>- medical case history - root-cause analyses - interviews with involved patients and clinicians</td>
<td>Computerised bar-coding patient identification system was associated with a near miss. Human factor issues involved rule violation and integration with workflow such as missing verbal confirmation of patient identification and entering wrong information into a system.</td>
</tr>
<tr>
<td>Castro et al. (2016) (23)</td>
<td>2010-2013 (42)</td>
<td>Sentinel events to The Joint Commission</td>
<td>USA</td>
<td>inpatient, ambulatory</td>
<td>EHR, CPOE, eMAR, PIS, CDS, imaging, peripheral device, billing, AutoDisp, LIS</td>
<td>120</td>
<td>125 (66)</td>
<td>R: voluntary reports + RCA findings HIT: 4 schemas -AHRQ Common Formats -AHRQ Hazard Manager ontology - Magrabi et al. classification - Sittig and Singh's sociotechnical model C: 15 categories of sentinel events</td>
<td>120 HIT-related sentinel events from 3,375 reported affecting 125 patients. Contributing factors were most frequently associated with the human-computer interface, workflow and communication, and clinical content–related issues. The three most frequently identified event types were (1) medication errors, (2) wrong-site surgery (including the wrong side, wrong procedure, and wrong patient), and (3) delays in treatment.</td>
</tr>
<tr>
<td>Cheung et al. (2013) (31)</td>
<td>2010-2011 (12)</td>
<td>Dutch central medication incidents registration (CMR)</td>
<td>The Netherlands</td>
<td>inpatient, outpatient pharmacy</td>
<td>CPOE, EHR, AutoDisp, PIS, Infusion pump, eMAR</td>
<td>668</td>
<td>58% (2)</td>
<td>R: CMR database HIT: - Magrabi et al. classification - phases of medication process C: reporter classified using CMR event types</td>
<td>Half of the incidents were associated with use error related wrong entry to the system. Technical problems related to poor design of screens were associated with the most incidents in community pharmacies for choosing the wrong medicine.</td>
</tr>
</tbody>
</table>

^ actual number of patients harmed
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study period (mths)</th>
<th>Source/case study</th>
<th>Country</th>
<th>Settings</th>
<th>HIT types</th>
<th>N</th>
<th>Harm, % (death, n)</th>
<th>Case study/ incident analyses methods</th>
<th>Summary of findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graber et al. (2015) (32)</td>
<td>2012-2013 (2)</td>
<td>Malpractice claims</td>
<td>USA</td>
<td>inpatient, ambulatory, emergency</td>
<td>EHR</td>
<td>248</td>
<td>80% (deaths noted but number not specified)</td>
<td>R: CRICO claims database HIT: proprietary taxonomy to examine user and system-related sociotechnical factors C: reporter classified using CMR event types</td>
<td>58% machine-related, 63% involving human factors issues</td>
</tr>
<tr>
<td>Lei et al. (2013) (19)</td>
<td>2001-2012 (142)</td>
<td>Online news articles and incident reports</td>
<td>China</td>
<td>inpatient, outpatient, general practice</td>
<td>All HIT</td>
<td>116</td>
<td>1 (1)</td>
<td>R: not structured HIT: IT risk model to examine hardware, software and loss of network connectivity C: ad hoc including scope of impact</td>
<td>66% of HIT outage incidents were associated with technical problems such as hardware and software malfunction. 36% of incidents affected more than 100 individuals, of these 9 incidents affected over 1000 individuals. 109 incidents resulted in delaying/cancelling of care. In 21 incidents, patients forced to seek care in other hospitals. One death was associated with HIT outage.</td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Study period (mths)</td>
<td>Source/case study</td>
<td>Country</td>
<td>Settings</td>
<td>HIT types</td>
<td>N</td>
<td>Harm, % (death, n)</td>
<td>Case study/ incident analyses methods</td>
<td>Summary of findings</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------</td>
<td>-------------------</td>
<td>---------</td>
<td>----------</td>
<td>-----------</td>
<td>---</td>
<td>-------------------</td>
<td>--------------------------------------</td>
<td>---------------------</td>
</tr>
</tbody>
</table>
| Magrabi et al. (2012) (16) & Magrabi et al. (2011) (33) | 2008-2010 (30) | Equipment failure & hazards reported to the FDA | USA | inpatient | All HIT | 436 | 11 (4) | R: voluntary reports to MAUDE  
HIT: Magrabi et al. classification  
C: AIMS event types | 712 HIT problems in 36 categories  
96% machine-related  
4% involving human factors  
Four deaths  
1/ Entry of a portable x-ray image into a PACS system under the wrong name resulted in a wrong diagnosis and subsequent intubation which may have contributed to death.  
2/ A technician mistakenly entered the date of birth of a baby instead of the study date, making a chest x-ray appear older than it was. A radiologist subsequently viewed the image for peripherally inserted central catheter (PICC line) placement. Seeing that the comparison image did not have the line present, it was concluded that the line had been removed. Unfortunately, the line was placed too far in the infant, and the premature baby died.  
3/ Orders were not executed and went undetected due to inadequate separation of pre-operative orders from post-operative resulting in a ‘missed opportunity to diagnose and treat life threatening disease, contributing to death.  
4/ A CPOE user interface which did not provide medication doses in milligrams (mg) was associated with administration of three times the maximum dose of an analgesic drug in 24hrs. This resulted in acute renal failure and death. |
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study period (mths)</th>
<th>Source/case study</th>
<th>Country</th>
<th>Settings</th>
<th>HIT types</th>
<th>N</th>
<th>Harm, % (death, n)</th>
<th>Case study/ incident analyses methods</th>
<th>Summary of findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magrabi et al. (2015a) (17)</td>
<td>2005-2011 (74)</td>
<td>All safety events reported to national IT service desk</td>
<td>England</td>
<td>inpatient, outpatient, long-term care, pharmacy, general practice</td>
<td>All HIT</td>
<td>850</td>
<td>3 (3)</td>
<td>R: IT help desk Hewlett Packard Quality Centre HIT: Magrabi et al. classification C: AIMS event types, National Reporting and Learning System (NRLS) harm categories</td>
<td>1606 HIT problems 96% machine-related 4% involving human factors 24% impacted care delivery 4% were a near miss 23% were large-scale events. Human factors issues were over-represented in the events involving patient harm. <strong>Three deaths</strong> 1/ A patient who was seen with another patient's records in general practice was prescribed that patient's medication and died later the same day from taking it. No further details were available. 2/ A patient suffering from chest pain advised the receptionist in a GP surgery. The receptionist intended to alert the GP about this patient via the practice software, but sent the message to him or herself instead. The patient later died from a myocardial infarction. 3/ An HIV test ordered during hospital stay was not followed-up after discharge. When the patient was re-admitted, the admitting doctors were unable to access the HIV test result because the test request was hidden from them. The patient developed and died from pneumocystis pneumonia.</td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Study period (mths)</td>
<td>Source/case study</td>
<td>Country</td>
<td>Settings</td>
<td>HIT types</td>
<td>N</td>
<td>Harm, % (death, n)</td>
<td>Case study/ incident analyses methods</td>
<td>Summary of findings</td>
</tr>
<tr>
<td>---------------</td>
<td>---------------------</td>
<td>-------------------</td>
<td>---------</td>
<td>----------</td>
<td>-----------</td>
<td>---</td>
<td>--------------------</td>
<td>--------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Magrabi et al. (2015b) (21)</td>
<td>2012-2013 (19)</td>
<td>Incident reporting study</td>
<td>Australia</td>
<td>general practice</td>
<td>All HIT</td>
<td>90</td>
<td>6 (none reported)</td>
<td>R: non-standard, TechWatch study protocol HIT: Magrabi et al. classification C: AIMS event types</td>
<td>42% of the incidents had an observable impact on the delivery of care but were not associated with patient harm. 27% of the incidents were a near miss. Problems with IT disrupted clinical workflow, wasted time, caused frustration and lead to use hybrid record system. Technical problems related to user interfaces, routine updates to software packages and drug databases, and the migration of records from one package to another generated clinical errors.</td>
</tr>
<tr>
<td>Meeks et al. (2014) (22)</td>
<td>2009-2013 (34)</td>
<td>Investigation of safety concerns</td>
<td>USA</td>
<td>inpatient, outpatient, long-term care</td>
<td>EHR</td>
<td>100</td>
<td>N/A</td>
<td>R: investigations completed by Informatics Patient Safety Office of the Veterans Health Administration HIT: - Sittig and Singh’s sociotechnical model - phases of EHR implementation C: not examined</td>
<td>70% involved 2 or more sociotechnical dimensions 1. Hardware and software=76 2. Clinical content=38 3. Human-computer interface=29 4. People=20 5. Workflow and communication=35 6. Internal organizational features=6 7. External rules and regulations=2 8. System measurement and monitoring=1 Phase 1: unsafe technology or technology failures (74) Phase 2: unsafe or inappropriate use of technology (25) Phase 3: lack of monitoring of safety concerns (1)</td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Study period (mths)</td>
<td>Source/ case study</td>
<td>Country</td>
<td>Settings</td>
<td>HIT types</td>
<td>N</td>
<td>Harm, % (death, n)</td>
<td>Case study/ incident analyses methods</td>
<td>Summary of findings</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------</td>
<td>-----------------------------------------------</td>
<td>---------</td>
<td>-------------------------------</td>
<td>---------------</td>
<td>---------</td>
<td>-------------------</td>
<td>---------------------------------------</td>
<td>---------------------</td>
</tr>
</tbody>
</table>
| Myers et al. (2011) (27) | 1993-2010 (216) | Equipment failure & hazards reported to the FDA | USA     | inpatient                     | All HIT       | 120     | Patient harm including injury, disability and deaths noted but number not specified | R: investigations completed by Informatics Patient Safety Office of the Veterans Health Administration
HIT: - Sittig and Singh's sociotechnical model
- phases of EHR implementation
C: not examined     | 12 technical problems related to software functionality and system downtime. Consequences reported including delays in diagnosis or treatments, unnecessary or emergency procedures and/or treatment. |
| Samaranayake et al. (2012) (103) | 2006-2010 (60) | Hospital-based incident reporting system      | Hong Kong | inpatient, outpatient          | CPOE EHR AutoDisp, | 243     | 11 (none reported) | R: ad hoc
HIT: ad hoc
C: reporter classified, local coding scheme | Most medication errors related to prescribing and were caused by human factors issues. While, most were detected before reaching the patient. 11% of medication errors reached the patient. 6.1% of the errors reached patients causing minor injury and temporary morbidity requiring intervention. |
| Santell et al. (2009) (28) | 2001-2005 (54) | US Pharmacopoeia, MEDMARX                     | USA     | inpatient, outpatient, long-term care | CPOE         | 90,87   | 6 (3)            | R: MEDMARX, Uni of Pittsburgh Medical Centre
HIT: ad hoc
C: reporter classified, National Coordinating Council for Medication Error Reporting and Prevention's (NCC MERP) Index for Categorizing Medication Errors. | Study focussed on medication errors in hybrid systems where manual systems were used in combination with CPOE to process medication orders. Use errors such as partial/omitted typing and rule violations were reported to be the leading cause of prescribing errors. |
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study period (mths)</th>
<th>Source/case study</th>
<th>Country</th>
<th>Settings</th>
<th>HIT types</th>
<th>N</th>
<th>Harm, % (death, n)</th>
<th>Case study/ incident analyses methods</th>
<th>Summary of findings</th>
</tr>
</thead>
</table>
| Schiff et al. (2015) (29) | 2003-2010 (88) | US Pharmacopoeia, MEDMARX | USA | inpatient, outpatient | CPOE | 10,060 | N/A | R: MEDMARX  
HIT: ad hoc  
C: not examined | Majority of CPOE related medication incidents were associated with use errors during completing prescribing orders. Human factors issues involved rule violation, lack of system and clinical knowledge, and communication issues. Technical problems related to system functionality, interface with other system, and hybrid systems. |
| Stewart et al. (2012) (104) | 2005-2011 (82) | Hospital-based incident reporting system | Australia | inpatient | Radiology systems | 21 | N/A | R: Incident Information Management System (IIMS)  
HIT: WHO International Classification for Patient Safety (ICPS)  
C: not examined | Most of the HIT-related radiology incidents were associated with human-machine interaction, occurring at data entry, transferring, and output. Incidents also involved use error such as uploading wrong file and duplicated test orders. |
HIT: Magrabi et al. classification  
C: reporter classified using NRLS categories | 77% linked to technical problems e.g. access issues, computer system down/too slow, display issues, and software malfunction. 10% involving human-machine interaction. |
| Zhan et al. (2006) (30) | 2003 (8) | US Pharmacopoeia, MEDMARX | USA | inpatient, outpatient | CPOE | 7,029 | 5 (none reported) | R: MEDMARX  
HIT: ad hoc  
C: National Coordinating Council for Medication | Technical problems related to faulty computer interface, miscommunication with other systems and inadequate decision support. Human factors issues involved knowledge deficit, distractions, inexperience and data entry errors. |
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study period (mths)</th>
<th>Source/ case study</th>
<th>Country</th>
<th>Settings</th>
<th>HIT types</th>
<th>N</th>
<th>Harm, % (death, n)</th>
<th>Case study/ incident analyses methods</th>
<th>Summary of findings</th>
</tr>
</thead>
</table>
| ECRI Institute (20) | 2012 (1.5) | Incident reporting study - Deep Dive | USA | 36 inpatient and outpatient settings | EHR, CPOE, eMAR, PIS, CDS, imaging, peripheral device, billing, AutoDisp, LIS | 171 | 6 (3) | **R:** AHRQ’s Common Formats (version 1.2)  
**HIT:** Magrabi et al. classification  
**C:** reporter classified using National Coordinating Council for Medication Error Reporting and Prevention’s (NCC MERP) Index for Categorizing Medication Errors. | 211 HIT problems in 28 categories  
56% machine-related  
44% human-factors issues  
A (circumstance that has the capacity to cause harm): 25, 15%  
B (error occurs but does not reach the patient): 15, 9%  
C (error reaches the patient but does not cause harm): 52, 30%  
D (error reaches the patient and requires monitoring to confirm no harm and/or intervention required): 24, 14%  
E (error contributes to or results in temporary harm to the patient and requires intervention): 3, 2%  
F (error contributes to or results in temporary harm and requires initial or prolonged hospitalization): 1, 1%  
G (error contributes to or results in permanent patient harm): 0, 0%  
H (error requires intervention to sustain life): 1, 1%  
I (error may have contributed to or resulted in patient’s death): 3, 2% |
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study period (mths)</th>
<th>Source/case study</th>
<th>Country</th>
<th>Settings</th>
<th>HIT types</th>
<th>N</th>
<th>Harm, % (death, n)</th>
<th>Case study/ incident analyses methods</th>
<th>Summary of findings</th>
</tr>
</thead>
</table>
HIT: Magrabi et al. classification  
C: reporter classified using National Coordinating Council for Medication Error Reporting and Prevention’s (NCC MERP) Index for Categorizing Medication Errors. | Majority of EHR-related reports involved errors in human data entry, such as entry of “wrong” data or the failure to enter data, and a few reports indicated technical failures on the part of the EHR system.  
Incident: Unsafe Conditions (A)= 320, 10%  
Incident: No Harm (B1-D)=2763, 89%  
Serious Event: Temporary Harm (E-F)=15, 0%  
Serious Event: Significant Harm (G-I)= 1, 0% |

*consequences were available for 68 incidents.

Abbreviations: HIT: health information technology; Obs: Observational study; CPOE: computerised provider order entry; EHR: electronic health record; ePS: electronic prescribing system; CDS: clinical decision support; ADS: automated dispensing system; AutoDisp: automated dispensation of medication; eMAR electronic medication administration record; AED: automated error detection system; PIC: Pharmacy information system; LIS: laboratory information system.
## 11. Appendix B: Summary of classifications used to examine problems with HIT

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>AHRQ Common Formats</th>
<th>AHRQ Hazard Manager</th>
<th>Magrabi et al. classification</th>
<th>Sittig and Singh’s sociotechnical model</th>
<th>Ad hoc categories</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castro et al. (2016) (23)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cheung et al. (2013) (31)</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td>medication phases</td>
</tr>
<tr>
<td>Graber et al. (2015) (32)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>proprietary taxonomy of sociotechnical factors</td>
</tr>
<tr>
<td>Lei et al. (2013) (19)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>IT risk model</td>
</tr>
<tr>
<td>Magrabi et al. (2010) (26)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magrabi et al. (2012) (16) &amp; Magrabi et al. (2011) (33)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magrabi et al. (2015a) (17)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magrabi et al. (2015b) (21)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meeks et al. (2014) (22)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myers et al. (2011) (27)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Samaranayake et al. (2012) (103)</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Santell et al. (2009)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schiff et al. (2015)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stewart et al. (2012)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AIMS event types</td>
</tr>
<tr>
<td>Study</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Warm et al. (2012)</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhan et al. (2006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>ECRI Institute (2012)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pennsylvania Patient Safety Authority (2012)</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
12. **Appendix C: List of interviewees**

Interviews were conducted in June 2016. In total, 10 key informants were interviewed individually or as a team about their organisational process for investigating IT incidents.

<table>
<thead>
<tr>
<th>Organisation</th>
<th>Position of interviewee/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Health &amp; Social Care Information Centre</td>
<td>Head Of Safety Engineering</td>
</tr>
<tr>
<td></td>
<td>Clinical Safety/Solution Assurance Services</td>
</tr>
<tr>
<td>2. Taunton and Somerset NHS Foundation Trust</td>
<td>IT Clinical Safety Lead &amp; ePMA</td>
</tr>
<tr>
<td></td>
<td>Programme Manager</td>
</tr>
<tr>
<td></td>
<td>EPR programme</td>
</tr>
<tr>
<td>3. ECRI Institute &amp; Pennsylvania Patient Safety Authority</td>
<td>Director, Patient Safety Reporting Programs</td>
</tr>
<tr>
<td></td>
<td>Medical Director, Patient Safety, Quality, and Risk Group</td>
</tr>
<tr>
<td>4. Department of Veterans Affairs</td>
<td>Director of Informatics and Patient Safety</td>
</tr>
<tr>
<td></td>
<td>VA Office of Informatics and Analytics/Health Informatics.</td>
</tr>
<tr>
<td>5. Kaiser Permanente</td>
<td>KP Healthconnect PART Team Manager</td>
</tr>
<tr>
<td>6. Memorial Hermann Health System, Texas</td>
<td>former Chief Medical Information Officer</td>
</tr>
<tr>
<td>7. Brigham and Women's Hospital</td>
<td>Scientist</td>
</tr>
<tr>
<td>8. Alfred Health, Melbourne</td>
<td>Director, Clinical Governance</td>
</tr>
<tr>
<td>9. NEHTA Clinical Safety Unit</td>
<td>CSU team, NEHTA</td>
</tr>
<tr>
<td>10. ACSQHC Clinical Safety Consultant</td>
<td>Director</td>
</tr>
<tr>
<td></td>
<td>Health, Ageing and Human Services Sector</td>
</tr>
<tr>
<td></td>
<td>KPMG</td>
</tr>
</tbody>
</table>
13. Appendix D: Interview schedule

Use of HIT

1. How many patients does your organisation look after? (e.g. 600-bed hospital, 10 hospital health system)___________

2. Indicate the level of HIT use within your organisation
   - 100% electronic
   - 50%, list departments/systems not covered_____________________________________
   - <50%, list departments/systems not covered_____________________________________

3. Indicate the nature of clinical systems:
   - Home-grown
   - Commercial
   - Combination:___% home-grown;___% commercial

4. Do you have a shared electronic medical records system? (i.e. EMR is shared with external providers such as ambulatory care/GP/family physician)
   - Yes
   - No

5. Indicate which patient engagement tools are currently in use:
   - patient portal
   - shared EHR/PHR
   - smartphone applications
   - email
   - interactive kiosks

6. How do you approach HIT safety in your organisation? (e.g. there is an HIT safety governance approach/framework within which the incident investigation process operates)

7. How does HIT safety relate to broader governance processes for patient safety? (e.g. HIT safety is integrated with patient safety processes or it is separate)

Incident investigation process

8. What is the process to investigate patient safety incidents within your organisation? Please describe the process from initiation to closure. Are HIT incidents treated differently in any way?

9. Do you use any formal techniques such as the London Protocol, RCA, FMEA, Fault Tree Analysis?

10. If not covered, how do you:
• Establish what has gone wrong
• Identify events that may have triggered the incident
• Understand order of events (incl. reconstruct sequence of events that led to the HIT incident)
• Confirm impact (number & range of users)
• Searches of knowledge base and previous incidents

11. What sources of information do you use to reconstruct the events leading to an HIT incident (e.g. logs of software, content of files/database, screen shots etc.)?

12. Have you developed any tools or templates to support the process?

13. If yes, can you provide us with a copy of documentation?

14. Does the process comply with any particular standard or policy? (e.g. local, national, jurisdictional policy directive)

15. If yes, can you provide us with a copy of documentation?

16. Who is on the incident investigation team? (size and skill mix)

17. What is the role of vendors in the investigation and diagnosis of incidents?

**Descriptive statistics and effectiveness of process**

18. For how long has the incident investigation process been operational?

19. What is the total number of HIT incidents managed by this process? Any patient harms? (including main incident types associated with harm)

20. Can you comment on the effectiveness of your process? What are three things that can be improved or changed?
14. Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACSQHC</td>
<td>Australian Commission on Safety and Quality in Health Care</td>
</tr>
<tr>
<td>ADS</td>
<td>Automated dispensing system</td>
</tr>
<tr>
<td>ADHA</td>
<td>Australian Digital Health Agency</td>
</tr>
<tr>
<td>AED</td>
<td>Automated error detection system</td>
</tr>
<tr>
<td>AHRQ</td>
<td>Agency for Healthcare Research and Quality</td>
</tr>
<tr>
<td>AIMS</td>
<td>Advanced Incident Management System</td>
</tr>
<tr>
<td>CAST</td>
<td>Commercial Aviation Safety Team</td>
</tr>
<tr>
<td>CCA</td>
<td>Compliance, Conformance and Accreditation</td>
</tr>
<tr>
<td>CDP</td>
<td>Care Delivery Problems</td>
</tr>
<tr>
<td>CDS</td>
<td>Clinical decision support</td>
</tr>
<tr>
<td>CMIO</td>
<td>Chief Medical Information Officer</td>
</tr>
<tr>
<td>CMS</td>
<td>Centers for Medicare &amp; Medicaid Services</td>
</tr>
<tr>
<td>CPOE</td>
<td>Computerised provider order entry</td>
</tr>
<tr>
<td>CSOC</td>
<td>Clinical Safety Oversight Committee</td>
</tr>
<tr>
<td>CSU</td>
<td>Clinical Safety Unit</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Human Services</td>
</tr>
<tr>
<td>EHR</td>
<td>Electronic Health Record</td>
</tr>
<tr>
<td>eMAR</td>
<td>Electronic medication administration record</td>
</tr>
<tr>
<td>EMR</td>
<td>Electronic Medication Record</td>
</tr>
<tr>
<td>ePS</td>
<td>Electronic prescribing system</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>FMEA</td>
<td>Failure Modes and Effects Analysis</td>
</tr>
<tr>
<td>HFACS</td>
<td>Human Factors Analysis and Classification System</td>
</tr>
<tr>
<td>HFMEA</td>
<td>Healthcare Failure Mode and Effect Analysis</td>
</tr>
<tr>
<td>HIPAA</td>
<td>Health Insurance Portability and Accountability Act of 1996</td>
</tr>
<tr>
<td>HIT</td>
<td>Health Information Technology</td>
</tr>
<tr>
<td>HITS</td>
<td>Health Information Technology Safety</td>
</tr>
<tr>
<td>ICPS</td>
<td>International Classification for Patient Safety</td>
</tr>
<tr>
<td>IT</td>
<td>Information technology</td>
</tr>
<tr>
<td>ITIL</td>
<td>Information Technology Infrastructure Library</td>
</tr>
<tr>
<td>LIS</td>
<td>Laboratory information system</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>NASH</td>
<td>National Authentication Service for Health</td>
</tr>
<tr>
<td>NCC MERP</td>
<td>National Coordinating Council for Medication Error Reporting and Prevention</td>
</tr>
<tr>
<td>NEHTA</td>
<td>National eHealth Transition Authority</td>
</tr>
<tr>
<td>NHS</td>
<td>National Health Service</td>
</tr>
<tr>
<td>NIO</td>
<td>National Infrastructure Operator</td>
</tr>
<tr>
<td>NPDR</td>
<td>National Prescription and Dispense Repository</td>
</tr>
<tr>
<td>NRLS</td>
<td>National Reporting and Learning System</td>
</tr>
<tr>
<td>OA</td>
<td>Opportunity Analysis</td>
</tr>
<tr>
<td>PA-PSRS</td>
<td>Pennsylvania Patient Safety Reporting System</td>
</tr>
<tr>
<td>PIC</td>
<td>Pharmacy information system</td>
</tr>
<tr>
<td>RCA</td>
<td>Root Cause Analysis</td>
</tr>
<tr>
<td>ROI</td>
<td>Return on investment</td>
</tr>
<tr>
<td>SAC</td>
<td>Severity Assessment Code</td>
</tr>
<tr>
<td>SO</td>
<td>System Operator</td>
</tr>
<tr>
<td>ST-PRA</td>
<td>Sociotechnical Probabilistic Risk Assessment</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organisation</td>
</tr>
</tbody>
</table>
15. References
